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The improved Riccati equation method combined with the improved ( / )G G - expansion method is an 

interesting approach to find more general exact solutions of the nonlinear evolution equations in 
mathematical physics. The objective of this article is to employ this method to construct exact 
solutions involving parameters of a nonlinear Kolmogorov-Petrovskii-Piskunov (KPP) equation. When 
these parameters are taken to be special values, the solitary wave solutions, the periodic wave 
solutions and the rational function solutions are derived from the exact solutions. The proposed 
method appears to be effective for solving other nonlinear evolution equations in the mathematical 
physics. 
 

Key words:  The Riccati equation method,  the ( / )G G - expansion method, the nonlinear Kolmogorov-

Petrovskii-Piskunov (KPP) equation, exact solutions, solitary wave solutions, periodic wave solutions, rational 
solutions. 
    
PACS: 02.30.Jr, 05.45.Yv, 02.30.Ik. 

 
 
INTRODUCTION 
 
Many problems in the branches of modern physics are 
described in terms of suitable nonlinear models, and 
nonlinear physical phenomena are related to nonlinear 
differential equations, which are involved in many fields 
from physics to biology, chemistry, mechanics, and so on. 
Nonlinear wave phenomena are very important in 
nonlinear science, in recent years, much effort has been 
spent on the construction of exact solutions of nonlinear 
partial differential solutions. Many effective methods to 
construct the  exact  solutions  of  these  equations   have  

been established, such as, the inverse scattering 
transform method (Ablowitz and Clarkson, 1991), the 
Hirota method (Hirota, 1971), the truncated expansion 
method( Weiss et al., 1983), the Backlund transform 
method (Miura, 1979; Rogers and Shadwick, 1982), the 
exp-function method (He and Wu, 2006; Yusufoglu, 
2008), the tanh- function method (Fan, 2000; Zhang and 
Xia, 2008), the Jacobi elliptic function method (Chen and 
Wang, 2005; Lu, 2005), the ( )G G –expansion method 

(Wang and Zhang,  2008;  Feng  and  Wan,  2011;  Zayed 
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and Al-Joudi 2009; Zayed and Abdelaziz, 2010; Zayed 
and El-Malky, 2011), the modified simple equation 
(Jawad,et al .,2010; Zayed, 2011; Zayed and Hoda 
Ibrahim, 2012, Zayed and Hoda Ibrahim, 2014; Zayed 
and Arnous, 2012), the Riccati equation  method (Zhu, 
2008; Li and Zhang, 2010; Zayed and Arnous, 2013), the 
improved Riccati equation method ( Li, 2012), the method 
of averaging  (Leilei et al., 2014) and so on. The objective 
of this paper is to apply the improved Riccati equation 

method combined with the improved ( / )G G - expansion 

method to find the exact solutions of the following 
nonlinear Kolmogorov-Petrovskii-Piskunov (KPP) 
equation: 
 

2 3 0,t xxu u u u u                                      (1) 

 

Where , ,   are real constants. Equation (1) is 

important in the physical fields, and includes the Fisher 
equation, the Huxley equation, the Burgers- Huxley 
equation, the Chaffee-Infanfe equation and the Fitzhugh-
Nagumo equation. Equation (1) has been investigated 

recently in (Feng and Wan, 2011) using the ( / )G G - 

expansion method and in (Zayed and Hoda Ibrahim, 
2014) using the modified simple equation method. The 
rest of this paper is organized as follows: First is a 
description of the improved Riccati equation method 

combined with the improved ( / )G G - expansion 

method. Next is application of this method to solve the 
nonlinear KPP equation (1). Thereafter, the physical 
explanations of the obtained results are given, and 
conclusions are obtained. 
 
 

Description of the Riccati equation method combined 

with the ( / )G G - expansion method 

 

Suppose that we have the following nonlinear evolution 
equation: 
 

( , , , , ,...) 0,t x tt xxF u u u u u                                                   (2) 

 

Where F  is a polynomial  in  u(x, t) and its partial 
derivatives, in which the highest order derivatives and the 
nonlinear terms, are involved. In the following, we give 
the main steps of the Riccati equation method combined 

with the ( / )G G - expansion method (Li, 2012): 

 

Step 1. We use the traveling wave transformation  
 

( , ) ( ), ,u x t u kx t                                                    (3) 

 

Where ,k   are constants, to reduce Equation (1) to the 

following ordinary differential equation (ODE): 
 

( , , ,...) 0,P u u u                                                   (4) 
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Where P is a polynomial in ( )u   and its total derivatives, 

while the dashes denote the derivatives with respect 

to  . 

 
Step 2. We assumes that Equation (4)  has the formal 
solution: 
 

( ) [ ( )] ,
n

i

i

i n

u f  


                                      (5) 

 

Where ( ,..., )i i n n    are constants to be 

determined later 0 0n nor   , while ( )f   

satisfies the generalized Riccati equation: 
 

2( ) ( ) ( ),f p rf qf                                                  (6) 

 

Where p, r and q are real constants, such that 0q  and 

( )f  will be determined in the Step 4  below. 

 
Step 3. The positive integer n  in Equation (5) can be 
determined by balancing the highest-order derivatives 
with the nonlinear terms appearing in Equation (4).  
 

Step 4. We determine the solutions ( )f   of Equation 

(6) using the improved ( / )G G -expansion method, by 

assuming that its formal solution has the form  
 

( )
( ) ,

( )

i
m

i

i m

G
f

G


 



 
  

 
                                     (7) 

 

Where ( ,..., )i i m m    are constants to be 

determined later 0 0m mor   , and ( )G   

satisfies the following linear ODE: 

 

( ) ( ) ( ) 0,G G G                                            (8) 

 

Where   and  are constants.  

 
Step 5. The positive integer m in Equation (7) can be 

determined by balancing ( )f   and 
2 ( )f   in Equation 

(6) to get 1m  . Thus, the solution (7)  reduces to.  
 

1

0 1 1

( ) ( )
( ) ,

( ) ( )

G G
f

G G

 
   

 





    
     

   

                      (9) 

 

Where 0 1 1, ,    are constants to be determined,such 

that 1 10 0or   . Substituting Equation (9) along 
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with Equation (8) into Equation (6) and equating all the 

coefficients of powers of 
G

G

 
 
 

 to zero, yields a set of 

algebraic equations, which can be solved to get the 
following two cases: 
 
 
Case 1 
 

2 2

0 1 1

( ) 1 4
, , 0, , 0.

2 4

r r
p q

q q q

  
  

    
      

 
In this case, the solution of Equation (6) has the form 
 

( ) 1 ( )
( ) .

2 ( )

r G
f

q q G

 




  
   

 

                                  (10) 

 
 
Case 2  
 

2 2

0 1 1

4
, 0, , , 0.

2 4

r r
p q

q q q

   
  

  
      

 
In this case, the solution of Equation (6) has the form 
 

1

( )
( ) .

2 ( )

r G
f

q q G

  





 

   
 

                                  (11) 

 
From the Cases 1 and 2, we deduce that 

2 24 4 .r pq     On solving Equation (8) we deduce 

that ( '/ )G G  has the forms: 

 
 

   
   

   
   

2 2
2

1 22 2
2

2 2

1 22 2

2 2
2

1 22 2
2

2 2

1 22 2

2

sinh 4 cosh 44
4 0 (12)

2 2 cosh 4 sinh 4

sin 4 cos 44( )
4 0 (13)

( ) 2 2 cos 4 sin 4

2

c r pq c r pqr pq
if r pq

c r pq c r pq

c pq r c pq rpq rG
if r pq

G c pq r c pq r

c

c

 

 

 

 



 





        
 

    

           
 

    

  2

1 2

4 0 (14)if r pq
c 













 




  

 
Where c1 and c2  are arbitrary constants. 
 
Step 6.  Substituting Equation (5) along Equation (6) into 
Equation (4) and equating the coefficients of all powers of 

( )f   to zero, we obtain a system of algebraic equations, 

which can be solved using the Maple or Mathematica to 

get the values of ,i k  and  .\ 

 

Step 7.  Substituting the values of  ,i k  and   as well 

as  the  solutions   ( )f     given   by   Equation   (10)    or   

 
 
 
 
Equation (11) into Equation (5), we finally obtain the exact 

solutions of Equation (2) for  the  both Cases 1 and 2. 

 
 
An application 
 
Here we apply the proposed method just described to 
construct the exact solutions of the nonlinear KPP 
Equation (1). To the end, we use the wave transformation 
(3) to reduce Equation (1) to the following ODE: 
 

2 2 3( ) ( ) ( ) ( ) ( ) 0.u k u u u u                            (15) 

 

By balancing 
3u with u , we have 1n  .  

Consequently, we have the formal solution  
 

1

0 1 1( ) ( ) ( ),u f f     

   (16) 

 

Where 0 1 1, ,   are parameters to be determined later, 

such that 1 0   or 1 0  . 

Substituting Equation (16) along with Equation (6) into 
Equation (15) and equating the coefficients of all powers 

of ( )f   to zero, we get the following system of 

algebraic equations: 
 

3 2 2 3

1 1

2 2 2 2

1 1 1 0 1

2 2 2 2

1 1 1 1 0 1 0 1 1 1

: 2 0,

: 3 3 0,

: ( 2 ) 2 (3 3 ) 0,

f k q

f q rqk

f r k r pq

 

     

          

  

   

      

 

 
0 2 2 3

1 1 1 1 0 0 1 1 0 0 1 1

3 2 2 3

1 1

2 2 2 2

1 1 1 0 1

1 2 2 2 2

1 1 1 1 0 1 0 1 1 1

: ( ) ( ) ( 2 ) ( 6 ) 0,

: 2 0,

: 3 3 0,

: ( 2 ) 2 (3 3 ) 0.

f p q k rp r q

f k p

f p rpk

f r k r pq

              

 

     

          

   



 



   



      

        

  

    

       

    
 
By solving the above algebraic equations with the aid of 
Maple or Mathematical, we have the following results: 
 
Result 1  
 

   

 

2 2

2

2 2 2 2 2 2

2

0

2 2 2
2

1 1 02

0

( 4 )
,

4

2 ( 4 ) ( 4 ) 4 ( 2 ) 4
,

4 ( 4 )

( 2 ) 4 4
0, , .

2

k r pq

r pq

k r pq r pq r r pq r pq r r pq

pq r pq

k r pq r r pq r r pq

q









   







    


     
   





 






 



 

 

provided  that  
2 4 0r pq  . 



 
 
 
 
Now, the solution for  the result 1  becomes 

 

1

0

2

0

4
( ) )

2
( ,

r r pq

q
u f  

 
  
 
 

                          (17) 

Where  

 
2 2

2

( 4 )
.

4

k r pq

r p
k

q
x t




 
  
  

                                (18) 

 
Substituting Equation (10) into Equation (17) and using 
Equations (12) to (14) we have the hyperbolic wave 
solutions of Equation (1) as follows: 

 

 
   
   

1
2 2

1 22 2
2

0
2 2

1 22

2

0

2

sinh 4 cosh 4
( ) 4 .

co
4

sh 4 sinh 4

c r pq c r pq
u r r pq

c r pq c r pq
r r pq

 

 
  



    
       

      

 

   (19) 

 
Substituting the formulas (8), (10), (12) and (14) obtained 
by Peng (2009) into Equation (19), we have respectively 
the following  exact solutions for Equation (1): 
 

(i) If 1 2c c , then 

    2

0

1
2 2

1 0 1 2 12
( ) 4 tanh 4 sgn4 ( )u r r pqr r r pq cpq c

  


    
    (20)    

 

Where   
21

1

1

tanh .
c

c
 

 
   

 
      

 

(ii) If 2 1 0,c c   then 

    2

0

1
2 2

2 0 1 2 22
( ) 4 coth 4 sgn4 ( )u r r pqr r r pq cpq c

  


        (21)     

 

Where   21

2

1

coth .
c

c
 

 
   

 

  

 

(iii) If 2 1 0,c c   then 

    2

0

1
2 2

3 0 2
( ) 4 coth ,4 4u r r pq qr p q pr r

  


         (22)                         

 

(iv) If 1 2 ,c c  then we have the trivial solution which is 

rejected. 
 
Substituting Equation (11) into Equation (17) and using 
Equations (12) to (14) we have the hyperbolic wave 
solutions of Equation (1) as follows: 

 

 
   
   

2 2

1 22 2

2 2

1 22 2

1
1

2
0

2
0

sinh 4 cosh 4
.

cosh 4 sinh 4
( ) 44 4

c r pq c r pq

c r pq c r pq
r r pqu r r pq

 

 
   


         

   
         

       

   (23)  
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Substituting the formulas (8), (10), (12) and (14) obtained 
by Peng (2009) into Equation (23), we have respectively 
the following exact solutions for Equation (1): 
 

(i) If 1 2c c , then 

   
1

1
2 2

4 0 1 2 12

2

0( ) 4 4 tanh 4 sg4 n( )u r r pq r pq cr r pq c
     


               

  (24)    

 

Where   
21

1

1

tanh .
c

c
 

 
   

 
 

 

(ii) If 2 1 0,c c   then 

   
1

1
2 2

5 0 1 2 22

2

0( ) 4 4 coth 4 sg4 n( )u r r pq r pq cr r pq c
     


               

  (25)      

 

Where   
21

2

1

coth .
c

c
 

 
   

 
 

 

(iii) If 2 1 0,c c  , then 

   
1

1
2 2

06

2

0 2
( ) 4 4 cot4 h 4 ,u r r pq rr r ppq q

    


             

 
    (26) 

 

(iv) If 2 1 ,c c  then 

 
1

1
2

7

2

00( ) 4 4 .4u r r pqr r pq    


           

 
           (27) 

 
 
Result 2.  Consider 
 

   

 

2 2

2

2 2 2 2 2 2

2

0

2 2 2
2

1 1 02

0

( 4 )
,

4

2 ( 4 ) ( 4 ) 4 ( 2 ) 4
,

4 ( 4 )

( 2 ) 4 4
0, , .

2

k r pq

r pq

k r pq r pq r r pq r pq r r pq

pq r pq

k r pq r r pq r r pq

q









   







    


  





  



 


 
  

 
 

 

 
Now, the solution for the result 2, becomes 
 

0

2

0

4

2
( ) ( )

r r pq
u f

q
 

 
  
 
 

 
,                  (28) 

 

Where 
2 2

2

4 )

4
.

(k r pq

r pq
kx t




 
  
  

                                                                                        

 
Substituting Equation (10) into Equation (28) and using 
Equations (12) to (14) we have the hyperbolic wave 
solutions of Equation (1) as follows: 
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 
   
   

2 2

1 22 2
2

0 2
2 2

2

0

1 22

2
sinh 4 cosh 4

( ) 4
4 cosh 4 sinh 4

4
c r pq c r pq

u r r pq
q c r

r r
pq

p
c p

q
r q

 

 
 


    
       

    



 



   (29) 

 
Substituting the formulas (8), (10), (12) and (14) obtained 
by Peng (2009) into Equation (29), we have respectively 

the following exact  solutions for Equation (1): 

 

(i) If 1 2c c , then 

    2 2

8 0 1 22

2

12

0( ) 4 tanh 4 sgn(4 )
4

u r r r pq r pqpq c
q

r c
  


      

,  (30)  

     

Where 
21

1

1

tanh .
c

c
 

 
   

 
 

 

(ii) If 2 1 0c c  , then 

    2 2

9 0 1 22

2

22

0( ) 4 coth 4 sgn(4 ) ,
4

u r r pq rr r p c c
q

q pq
  


     

 (31)  

 

Where 
21

2

1

coth .
c

c
 

 
   

 
 

 

(iii) If 2 1 0c c  , then 

    20 2 2

10 0 22
( ) 4 coth 4 ,

4
4r r pqu r r pq r pq

q


      

         (32)                   

 

(iv) If 2 1c c , then 

 11 0

2

2

0
2

( ) ,
4

4u
q

r r pq 


                          (33) 

 
Substituting Equation (11) into Equation (28) and using 
Equation (12) to (14) we have the hyperbolic wave 
solutions of Equation (1) as follows: 
 

 
   
   

1
2 2

1 22 2
2

0 2
2 2

1 2

20

2 2

sinh 4 cosh 4
( ) 4 4

4 cosh 4 sin
4

h 4

c r pq c r pq
u r r pq

q c
r r p

r pq c r pq
q

 

 
  


 

         
         

      



 





   (34) 

 
Substituting the formulas (8), (10), (12) and (14) obtained 
by Peng (2009) into Equation (34), we have respectively 
the following exact  solutions for Equation (1): 
 

(i) If 1 2c c , then 

   
1

2 2

12 0

20
1 2 122

( ) 4 4 tanh 4 sg (4 n )
4

u r r pq r pqr r c c
q

pq
    




            


 




     (35)   

    

Where 
21

1

1

tanh .
c

c
 

 
   

 
 

 
 
 
 

(ii) If 2 1 0c c  , then 

   
1

2 2

13 0

20
1 2 222

( ) 4 4 coth 4 sg (4 n )
4

u r r pq r pqr r c c
q

pq
    




            


 




 (36)    

 

Where 
21

2

1

coth .
c

c
 

 
   

 
 

 

(iii) If 2 1 0c c  , then 

   20
1

2 2

14 0 22
( ) 4 4 coth 4

4
4u r r pq rr r pq pq

q

   



            

 


 (37) 

   

(iv) If 2 1 ,c c  then 

 
1

2

15 0 2

20( ) 4 4
4

4u r r pq
q

r r pq  


 
        

 
 



     (38) 

 
 
Result 3.  Consider 
 

  
 

 

2 2 2 2

1

0

2

1 2

2

0

2 2

2 2 2 2 2 2 2 2

2

2 2

0

,

,

( 2 ) ( 4 ) 2
0, ,

.
2

( 4 ) 2

( 2 ) ( 4 ) 2 ) ( 4 ) 2 ( 4 ) 2 )

2

( 4 ) 2

p

kp

k r pq rk k r pq

k pq

k k r pq

k r pq rk k r pq k r pq rk k r pq

k pq

kr k r pq






 
 











   







 



    
 






       







 



 
 
Now, the solution for the result 3 becomes 
 

 
2

0
1

2

0

2

2

( 4 )
(

2
) ( )

k

k p

p

q

kr k r pq
u f





  






 
 


       (39) 

 
Where 
 

 
2 2( 4 2 ,)k k rkx tpq      and        

2 2( 4 ) 2 0.k r pq                                              (40)           

 
Substituting Equation (10) into Equation (39) and using 
Equations (12) to (14) we have the exact solutions of 
Equation (1) as follows: 
 

 If  
2 4 0r pq  , we have the hyperbolic wave solutions 

 

     
   

2

1
2 2

2
1 22 2

0
2 2

1 22 2

2 2

0

2

sinh 4 cosh 44
( )

2 2 cosh 4 sinh 4

( 4 ) 2

k

p

pq

k c r pq c r pqr pqr
u

q q c r pq c r pq

kr k r pq  

 



 






  
  

  

  
   

    

  (41)   

                                                                                                                                  
Substituting the formulas (8), (10), (12) and (14) obtained 
by Peng (2009) into Equation (41), we have respectively 
the following exact solutions for Equation (1): 



 
 
 
 

 (i) If 1 2c c , then 

 
 2

1
2

0
2

16 0 1 2 12

2 2

2

4
( ) tanh 4 sgn( )

( ) 2

2 2

4

k pq

kp r pqr
u r pq c c

q

kr r

q

k pq






  






   
     

  


 (42)   

    

Where   
21

1

1

tanh .
c

c
 

 
   

 
 

 

(ii) If 2 1 0c c  , then 

 
 2

1
2

0
2

17 0 1 2 22

2 2

2

4
( ) coth 4 sgn( )

( ) 2

2 2

4

k pq

kp r pqr
u r pq c c

q

kr r

q

k pq






  






   
     

  

    (43)  

 

Where   
21

2

1

coth .
c

c
 

 
   

 
 

 

(iii) If 2 1 0c c  , then 

 
 2

1
2

0

2

8 2

2

2

1 0
2

4
( ) coth 4 .

2

( 4 2

2

)kp

k pq

r pqr
u r

kr k r p

q

q
pq

q





 






   
    

  

    (44) 

 

(iv) If 2 1c c , then 

 
2

1
2

0

19 0

2 2

2

4
( ) .

2

4 ) 2

2

(

k p

kp

q

r pqr
u

q

kr k r pq

q




 






   
   

  

        (45)                       

 

 If  
2 4 0r pq  , we have the trigonometric wave 

solutions 
  

     
   

2

1
2 2

2
0 1 22 2

0
2 2

1 22

2

2

2

2

sin 4 cos 44
( )

2 2 cos 4 sin

4 )

4

( 2k

pq

p

k

c pq r c pq rpq rr
u

q q c pq r c p

kr k r pq

q r

 

 

 
 





            
   



 


        (46) 

 
Now, we can simplify Equation (46) to get the following 
periodic wave solutions: 
 

 
 2

1
2

0
2

2

0 0 1 2

2

2
2

4
( ) tan 4

2 2

( 4 ) 2

k

k

pq

p pq rrkr k r pq
u pq r

q q










 





   
     



  

 ,    (47)   

    

 Where
1 2

1

1

tan
c

c
   
  

 
, 

 
and 
 

 
 2

1
2

0
2

2

1 0 2 2

2

2
2

4
( ) cot 4

2 2

( 4 ) 2

k

k

pq

p pq rrkr k r pq
u pq r

q q










 





   
     



  

      (48)  

 

Where   
1 2

2

1

cot
c

c
   

  
 

. 
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 If 
2 4 0r pq  , we have the rational wave solutions      

 

 
2

1

0
2

22 0

1 22

1
)

2

2
(

k p

p

q

k cr
u

q q c

kr

c



 







   
    

   


,       (49) 

 
Where c1 , c2 are arbitrary constants.  
 
Substituting Equation (11) into Equation (39) and using 
Equations (12) to (14) we have the exact solutions of 
Equation (1) as follows: 
 

 If  
2 4 0r pq  , we have the hyperbolic wave solutions 

 

     
   

2

1
1

2 2
2

0 1 22 2

0
2 2

1 2 2

2

2

2

2

sinh 4 cosh 44
( )

2 2 2 cosh 4 sinh 4

( 4 ) 2

k p

kp

q

c r pq c r pqr pqr
u

q q c r p

kr k r p

r q

q

q c p

 

 

   










          
       

         



         (50) 

 
Substituting the formulas (8), (10), (12) and (14) obtained 
by Peng (2009) into Equation (50), we have respectively 
the following  exact  solutions for Equation (1): 
 

(i) If 
1 2c c , then 

 
 2

1
1

2
0

2

23 0 1 2 12

2 2

2

4
( ) tanh 4 sgn( )

2

( ) 2

2

4

2

kp

k pq

r pqr
u

kr k r pq
r pq c c

q q






  
  








     
        

    


(51)     

  

 Where   
21

1

1

tanh .
c

c
 

 
   

 
 

 

(ii) If 
2 1 0c c  , then 

 
 2

1
1

2
0

2

24 0 1 2 22

2 2

2

4
( ) coth 4 sgn( )

2

( ) 2

2

4

2

kp

k pq

r pqr
u

kr k r pq
r pq c c

q q






  
  








     
        

    


,  (52)   

 

Where   
21

2

1

coth .
c

c
 

 
   

 
 

 

(iii) If 2 1 0c c  , then 

 
 2

1
1

2
0

2

25 0 2

2 2

2

( 4 ) 4
( ) coth 4

2 2 2

2kp

k pq

kr k r pq r pqr
u r pq

q q





   
 






    
       

    

      (53)                   

 

(iv) If 2 1 ,c c  then 

 
2

2 2
1

1
2

0

26 0
2

4
( )

2

4 2

2 2

( )

k pq

kp r pqr
u

q q

kr k r pq



 


 







    
      

    

       (54) 

 

 If  
2 4 0r pq  , we have the trigonometric wave 

solutions 
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     
   

2

1
1

2 2
2

0 1 22 2

0
2

1 2 2

2

2

2

2

2

sin 4 cos 44
( )

2 2 2 cos 4 sin 4

( 4 ) 2k

k pq

p c pq r c pq rpq rr
u

q q c pq r c p r

kr k r q

q

p  

 





  










           
       

         



   (55) 

 
Now, we can simplify Equation (55) to get the following 
periodic wave solutions: 
 

 
 2

1
1

2
0

2

27 0 1

2

2

2

2

4
( ) tan 4

(

2

4

2

) 2

2k p

kp

q

pq rr
u pq r

q

r k

q

k r pq




   
  






    
        

    

      (56)                

 

 Where
1 2

1

1

tan
c

c
   
  

 
,  

 
and 
 

 
 2

1
1

2
0

2

28 0 2

2

2

2

2

4
( ) cot 4

(

2

4

2

) 2

2k p

kp

q

pq rr
u pq r

q

r k

q

k r pq




   
  






    
        

    


,  (57)              

 

 Where   
1 2

2

1

cot
c

c
   

  
 

. 

 

 If 
2 4 0r pq  , we have the rational wave solutions  

     

 
2

1
1

0
2

29 0

1 22
( )

2 2

2

k q

k

p

p cr
u

q q

r

c c

k



   
 










    
     

   

 ,       (58)                    

 
Where c1 , c2  are arbitrary constants.  
 
 
Result 4.  Consider 
 

  
 

 

2

0

2

2 2

2 2 2 2 2 2 2 2

2

2 2
2 2 2 2

0

1 1 2

0

( 4 ) 2 ,

( 2 ) ( 4 ) 2 ) ( 4 ) 2 ( 4 ) 2 )
,

2

( 4 ) 2( 2 ) ( 4 ) 2
0, , .

2

k k r pq

k r pq rk k r pq k r pq rk k r pq

k pq

kq kr k r pqk r pq rk k r pq

p

q

k q

 

   




  






 




  

       




   






 










  
Now, the solution for the result 4 becomes 
 

 2 2

0

0

2

(
) (

) 2

2
)

4
(u

kq kr k r pq

k q
f

p

 
  



 


              (59)                                                    

 

Where 
2 2( 4 ,) 2k k rkx tpq       and  

2 2( 4 ) 2 0.k r pq                                              (60) 

                   
Substituting Equation (10) into Equation (59) and using 
Equations (12) to(14) we have the exact solutions of 
Equation (1) as follows: 

 
 
 
 

 If  
2 4 0r pq  , we have the hyperbolic wave solutions 

 

     
   

1
2 2

2
1 22 2

0
2 2

1 22 2

2 2

0

2

sinh 4 cosh 44
( )

2 2 cosh 4 sinh 4

( 4 ) 2

2

c r pq c r pqr pqr
u

q q c r pq c r pq

kq kr k r pq

k pq

 

 

 

 





  
  

  

 



  
   

    

 (61)   

                                                                                                                           
Substituting the formulas (8), (10), (12) and (14) obtained 
by Peng (2009) into Equation (61), we have respectively 
the following exact solutions for Equation (1): 
 

 (i) If 1 2 ,c c  then 

 
 

1
2

2

30 0 1 2 1

2 2

0

2 2

4
( ) tanh 4 sgn( )

2

( 4 ) 2

2 2

r pqr
u r pq c c

q q

kq kr k r pq

k pq

  
 




   

     




 





 (62)   

    

Where   
21

1

1

tanh .
c

c
 

 
   

 
 

 

(ii) If 2 1 0,c c   then 

 
 

1
2

2

31 0 1 2 2

2 2

0

2 2

4
( ) coth 4 sgn( )

2

( 4 ) 2

2 2

r pqr
u r pq c c

q q

kq kr k r pq

k pq

  
 




   

     




 





      (63)  

 

Where   
21

2

1

coth .
c

c
 

 
   

 
 

 

(iii) If 2 1 0,c c   then 

 
 

1
2

2

32 0

2 2

0

2 2

4
( ) coth 4

(
.

2

4 2

2 2

) r pqrkq kr k r pq

k p
u r pq

q qq










   
    

  

 



   (64) 

 

(iv) If 2 1 ,c c  then 

 2 2

0

2

1
2

33 0

4
(

( 4 ) 2

2
) .

2 2

kq kr k r pq

k

r pq

qpq

r
u

q
 

 




   

   



 






     (65) 

 
 

  If  
2 4 0r pq  , we have the trigonometric wave 

solutions 

     
   

1
2 2

2
1 22 2

0
2 2

1 22 2

2 2

0

2

( 4 ) sin 4 cos 44
( )

2 2 cos 4 sin 4

2

2

c pq r ckq kr pq rpq rr
u

q q c pq r c

k r pq

pqk q rp

 

 
 

 





            
      

 



  (66) 

 
 Now, we can simplify Equation (66) to get the following 
periodic wave solution: 
 

 
 

2 2

0

2

1
2

2

34 0 1 2

4
( ) ta

( 4 )
4

2

22
n

2

pq rr
u p

kq kr k r pq

pq qk
q r

q

  
 




   

     
  

 



, (67)      

 

 Where
1 2

1

1

tan
c

c
   
  

 
, 



 
 
 
 

 
 

2 2

0

2

1
2

2

35 0 2 2

4
( ) co

( 4 )
4

2

22
t

2

pq rr
u p

kq kr k r pq

pq qk
q r

q

  
 




   

     
  

 



,  (68)  

 

Where   
1 2

2

1

cot
c

c
   

  
 

. 

 

If 
2 4 0r pq  , we have the rational wave solutions  

     

  1

2
36 0 2

1 2

0 2

2

1
( )

2

kq kr

k p

c

qq

r
u

q c c
 

 

 



   
    

   





,         (69) 

 
Where  c1 , c2  are arbitrary constants.  
 
 Substituting Equation (11) into Equation (59) and using 
Equations (12) to (14) we have the exact solutions of 
Equation (1) as follows: 
 

 If  
2 4 0r pq  , we have the hyperbolic wave solutions 

 

     
   

2 2

0

2

1
1

2 2
2

1 22 2

0
2 2

1 22 2

sinh 4 cosh 44
( )

2 2 2 cosh 4 sin

4

h 4

( ) 2

2

c r pq c r pqr pqr
u

q q c

kq kr k r p

r pq c r qk p

q

pq

 

 

   
 




              

    










 

 (70) 

 
Substituting the formulas (8), (10), (12) and (14) obtained 
by Peng (2009) into Equation (70), we have respectively 
the following exact solutions for Equation (1): 
 

(i) If 1 2 ,c c  then 

 
 

1
12 2

0

2

2

2

37 0 1 2 12

( 4 ) 4
( ) tanh 4 sgn( )

2 2 2

2

2

kq kr k r pq

k pq

r pqr
u r pq c c

q q


 



  
  


    



 
        

    

,     (71)     

  

Where   
21

1

1

tanh .
c

c
 

 
   

 
 

 

(ii) If 2 1 0,c c   then 

 
2 2 2

0 0

2

1
1

2

2

38 0 1 2 22

( 4 ) 2

2

4
( ) coth 4 sgn( )

2 2 2

k pr k p k r pq

k pq

r pqr
u r pq c c

q q

  



  
  




 



      
                  

,     (72)   

 

Where   
21

2

1

coth .
c

c
 

 
   

 
 

 

(iii) 2 1 0,c c   then 

 
2 2 2

0 0

2

1
1

2

2

39 0 2

( 4 ) 2

2

4
( ) coth 4

2 2 2

k pr k p k r pq

k pq

r pqr
u r pq

q q

  



  
 




 



      
                 

       (73) 
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(iv) 2 1 ,c c  then 

2 2 2

0 0

2

1
1

2

40 0
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 If  
2 4 0r pq  , we have the trigonometric wave 

solutions 
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 (75) 

 
Now, we can simplify Equation (75) to get the following 
periodic wave solution: 
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Where  1 2
2

1
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c

c
   

  
 
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 If 
2 4 0r pq  , we have the rational wave solutions  
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        (78)                     

 
Where c1 , c2 are arbitrary constants.  
 
 
Physical explanations of our obtained solutions 
 
Solitary, periodic and rational waves can be obtained 
from the exact solutions by setting particular values in its 
unknown parameters. Here, we have presented some 
graphs of solitary and periodic waves constructed by 
taking suitable values of involved unknown parameters to 
visualize the underlying mechanism of the original 
Equation (1). By using the mathematical software Maple, 
the plots of some obtained solutions have been shown in 
Figures 1 to 4. The obtained solutions of Equation (1) 
incorporate three types of explicit solutions, namely the 
hyperbolic, trigonometric and rational solutions.  
 
 
Some conclusions   
 
We have  used  the  Riccati  equation  method  combined 
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Figure 1. The plot of solutions 1 2,u u   with  0 1, 3.p q k r        

 

 
 

     
 

Figure 2.The plot of solutions 4 5,u u   with 0 1, 3.p q k r          

 
 
 
 

   
 

Figure 3. The plot of solutions 16 17,u u  with 0 1, 3.p q k r        



Zayed and Amer        95 
 
 
 
 

   
 

Figure 4. The plot of solutions 
20 21,u u  with 0 1, 3.p q k r        

 
 
 

with the ( / )G G - expansion method to construct many 

new exact solutions of the nonlinear KPP Equation (1) 
involving parameters, which is expressed by the 
hyperbolic functions, the trigonometric functions and  the 
rational functions.  When the parameters are taken as 
special values the proposed method provides not only 
solitary wave solutions but also periodic wave solutions 
and rational wave solutions. These solutions will be of 
great importance for analyzing the nonlinear phenomena 
arising in applied physical sciences. This work shows that 
the proposed method is sufficient, effective and suitable 
for solving other nonlinear evolution equations in 
mathematical physics. Finally on comparing our results in 
this article with the results obtained in Feng et al. (2011) 
and Zayed and Hoda Ibrahim (2014), we conclude that 
our results are new and not reported elsewhere. 
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Tabebuia avellanedae extract has been used in folk medicine in the treatment of some clinical 
disorders. Lapachol is an active compound from this medicinal plant. The procedure of labeling of 
blood constituents with technetium-99m (

99m
Tc) could be used as an in vitro assay to evaluate some 

properties of natural and synthetic drugs. The aim of this work was to evaluate the effect of a T. 
avellanedae extract and lapachol solutions on the labeling of blood constituents with 

99m
Tc. Whole 

blood (Wistar rats) was incubated with an aqueous T. avellanedae extract or lapachol. After, stannous 
chloride (reducing agent) and 

99m
Tc (sodium pertechnetate) were added. Blood cells (BC) and plasma 

(P) were isolated by centrifugation.  Samples of BC and P were precipitated with trichloroacetic acid to 
separation of soluble (FS) and insoluble (IF) fractions. The radioactivity in each fraction was counted 
and the percentage of incorporated radioactivity (%ATI) was determined. The data obtained showed that 
T. avellanedae extract significantly (p<0.05) altered the %ATI on blood constituents while no effects 
were observed with lapachol. As the labeling of blood constituents with 

99m
Tc depends on the presence 

of a reducing, the extract of T. avellanedae seems to have substances with redox properties. In 
addition, these findings would be not associated with the lapachol. 
 
Key words: Tabebuia avellanedae, lapachol, blood, stannous ion, technetium-99m. 

 
 
INTRODUCTION 
  
Medicinal plants widely used in traditional medicine 
constitute an important source of new, safer and maybe 
biologically active compounds against many  disorders  in 

the herbal medicine in various countries. Furthermore, 
the scientific interest in the determination of properties 
associated with medicinal herbs is increasing in the world  
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(Adisakwattana et al., 2011;

 
Ma et al., 2011). In 

addition,some authors have studied substances isolated 
from medicinal herbs, as the Bisabololoxide that is 
isolated from the Matricaria recutita L. (Ogata et al., 
2010). 

Tabebuia avellanedae is a tree from the Bignoniaceae 
family and native to Central and South America. It is 
known as “pau d’arco” , “taheebe”, “lapacho” or “ipe roxo” 
and its inner bark is used as antimicrobial (Machado et 
al., 2001), anti-inflammatory (Lira

 
et al., 2008), analgesic, 

antinociceptive (de Miranda et al., 2001), and anti-tumor 
drugs (Ueda

  
et al., 1994). Phytochemical analysis of T. 

avellanedae have demonstrated the presence of 
quinones (Sharma

 
et al., 1998), furanonaphthoquinones 

(Díaz and Medina, 1994), naphthoquinones (Manners 
and Jurd, 1976), benzoic acid, benzaldehyde derivatives 
(Wagner

 
et al., 1989), cyclopentene dialdehyde (Koyama 

et al., 2000), flavonoids and iridoids (Nakano
 
et al., 1993) 

and phenolic glycosides (Warashina et al., 2004).  
Lapachol (2-hydroxy-3-(-3-methyl-2-butanyl)-1,4-

naphthoquinone) has been isolated from T. avellanedae 
extracts. There are interest in the studies of this 
substance due to its anti-tumor (Balassiano et al., 2005), 
anti-biotic (Santos et al., 2001), anti-leishmanial (Lima et 
al., 2004), anti-malarial (de Andrade Neto et al., 2004), 
anti-ulcer (Goel

 
et al., 2004) and anti-inflammatory 

activities (Lira
 
et al., 2008). Preparation of isolated of 

lapachol is commercially available and it was used in this 
study. 

Radionuclides have been in various clinical evaluations 
(Saha, 2010) and in experimental models (Bustami

 
et al., 

2009; Santos et al., 2013; Frederico et al., 2014,). 
Technetium-99m (

99m
Tc) has been widely used in these 

procedures due to its optimal physical characteristics (6 h 
physical half-life and gamma emission) that give a 
negligible environmental impact (Saha, 2010). Several 
authors have demonstrated the effects of synthetic and 
natural drugs on the labeling process of blood 
constituents with 

99m
Tc (Fonseca et al., 2005; Bustami

 
et 

al., 2009; Carmo et al., 2011).  
Blood constituents labeled with 

99m
Tc have been used 

as radiobiocomplexes for a number of applications in 
nuclear medicine. The labeling of blood cells and cell 
structures is based on the transmembrane transport of a 
reducing agent (Sn

+2
) and pertecnetate (

99m
TcO4

-
) ions 

into the red blood cells, reduction of 
99m

TcO4
-
 by Sn

+2
, 

and subsequent binding of the reduced 
99m

Tc to internal 
structures. The band-3 anion transport system and 
calcium channels may be involved in the transportion of 
99m

TcO4
-
 and Sn

+2
, respectively. The fixation of 

99m
Tc in 

plasma proteins also depends on the reducing agent 
action occurring at different proteins sites and albumin is 
the principal protein involved (Saha, 2010).   

The effect of drugs altering the labeling of blood 
constituents could be due modification of the membrane 
structure (Braga et al., 2013), decreasing the efficiency of 
transmembrane transport  system  of  

99m
TcO4

-
  and  Sn

+2
 

 
 
 
 
ions into cells. Redox property and/or metal chelator 
could be another properties associated with the drugs. 

In this investigation, the effect of a T. avellanedae 
extract and of a commercial preparation of  lapachol on 
the labeling of the blood constituents with 

99m
Tc was 

evaluated. 
 
 
MATERIALS AND METHODS 
 
Animals 
 
Adult male Wistar rats (3-4 months of age, body weight 250-350 g) 
were maintained in a controlled environment. The animals had free 
access to water and food and the ambient temperature was kept at 

25  2ºC. Experiments were conducted in accordance with the 
Institutional Committee of Animal Care. 
 
 
Preparation of T. avellanedae extract 

 
T. avellanedae was purchased from Estrella da Terra Produtos 
Naturais Ltda (Brazil). To prepare the extracts, 2 g of bark were 
ground in 10 ml 0.9% NaCl at 100°C for 10 min. The crude extract 
was filtered, centrifuged (1500 rpm, 10 min) to obtain the final 
extract. The supernatant was considered to be 200 mg/ml. As the 
quantity of lapachol is about 7% of T. avellanedae (American 
Cancer Society, 2015), it is possible to consider a concentration of 
14 mg/ml of lapachol.   The concentrations of T. avellanedae used 
in the experiments were 12.5, 25, 50, 100 and 200 mg/ml, and 
respectively the concentrations of lapachol were 0.87, 1.75, 3.5, 7 
and 14 mg/ml. 

 
 
Preparation of lapachol solution 

 
Lapachol is an important chemical compound of the T. avellanedae 
extract (Balassiano et al., 2005) and it is available in the market. It 
was purchased from PVP Sociedade Anônima. (Brazil) and the 
solutions were prepared in 0.02 N NaOH immediately before the 
use. 

 
 
In vitro radiolabeling of blood constituents 
 
Heparinized blood (500 µl), was withdrawn from Wistar rats and 

incubated with 100 l of T. avellanedae extract (12.5, 25, 50, 100 
and 200 mg/ml) or lapachol (0.05, 0.5, 5 and 50 mg/ml) for 1 hour 
(room temperature). Blood samples were also incubated with saline 
solution (0.9% NaCl) or 0.02N NaOH as control for T. avellanedae 

or lapachol, respectively. Afterwards, 500 l of stannous chloride 
(1.20 μg/ml) was added and the incubation continued for further 1 
h. After this period, 100 µl of 99mTc (3.7 MBq) as sodium 
pertechnetate (Na99mTcO4), recently milked from a 99Mo/99mTc 
generator (Instituto de Pesquisas Energéticas e Nucleares, 
Comissão Nacional de Energia Nuclear, São Paulo, Brazil) were 
added and the incubation was continued for 10 min. These samples 
were centrifuged in a clinical centrifuge (1500 rpm, 5 min) and 

aliquots of 20 l of plasma (P) and blood cells (BC) were isolated. 

Another aliquots of 20 l of P and BC were separated and 
precipitated in 1.0 ml of 5% trichloroacetic acid and centrifuged 
(1500 rpm, 5 min) to isolate soluble (SF) and insoluble fractions 
(IF). The radioactivity in P, BC, SF-P, IF-P, SF-BC and IF-BC were 
determined in a well counter (Packard, model C5002, Illinois, USA) 
and  the  percentage   of   incorporated   radioactivity   (%ATI)   was  
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Figure 1. Effect of T. avellanedae extract on the distribution of the 99mTc in the 
plasma and blood cells (BC) compartments. Blood samples were incubated 
with T. avellanedae extract and after with SnCl2 and with Na99mTcO4. After 
centrifugation, plasma (P) and blood cells (BC) were isolated. The radioactivity 
was counted in a gamma counter and the percentage of radioactivity 

incorporated (%ATI) was calculated for P and BC. ■, BC; □, P. **, p0.01, 

when compared to control group of plasma. ***, p0.001 when compared to 

control group of plasma. ##, p0.01, when compared to control group of blood 

cells. ###, p0.001, when compared to control group of blood cells 

 
 
 
calculated as described elsewhere.  
 
 
Histological analysis 
 
Histological preparations were carried out with blood samples 
treated with various concentrations of T. avellanedae extract for 60 
min at room temperature. Blood smears were prepared, dried, fixed 
and stained. After that, the morphology of the red blood cells was 
qualitatively evaluated under optical microscope. 
 
 
Statistical analysis 
 
Data are reported as (means ± SD) of %ATI and compared the 
treated (n=10 for each extract concentration) and control group 
(n=10) by One way analysis of variance - ANOVA, followed by 
Tukey post test, with a p<0.05 as significant level. InStat Graphpad 
software was used to perform statistical analysis (GraphPad InStat 
version 3.00 for Windows 95, GraphPad Software, San Diego 
California, USA).  
 
 
RESULTS    
 
Figure 1 shows the %ATI in blood cells and plasma 
compartments from whole blood treated with different 
concentrations of T. avellanedae extract. The analysis of 
these data indicates that T. avellanedae extract alters 
significantly (p<0.05) the distribution of radioactivity 
between the two blood compartments.   

Figure 2 shows the %ATI in insoluble (IF-P) and 
soluble (SF-P) fractions isolated from plasma separated 
from whole blood treated with different concentrations of 
T. avellanedae extract. The analysis of these data 
indicates that T. avellanedae extract significantly (p<0.05) 
reduced the radioactivity fixation in IF-P. 

Figure 3 shows the %ATI in insoluble (IF-BC) and 
soluble (SF-BC) fractions isolated from blood cells 
separated from blood treated with different 
concentrations of T. avellanedae extract. The analysis of 
these data indicates that the incubation with T. 
avellanedae extract significantly alters the radioactivity 
fixation on insoluble blood cells fraction at the higher 
concentrations used (200 mg/ml). 

The qualitative comparison of the shape of the RBC 
(non-treated and treated with natural extracts) under 
optical microscopy has revealed strong morphological 
alterations due to the treatment of blood with T. 
avellanedae extract in the concentrations of 12.5 and 200 
mg/ml. The histological preparation of a sample of blood 
(control-non-treated) with normal shape of RBC is shown 
in Figure 4. Figures 5 and 6 show histological 
preparations of blood treated with T. avellanedae in 
which are shown qualitative and strong alterations on the 
shape of the RBC. 

Table 1 shows the distribution of the radioactivity in BC, 
IF-P and IF-BC treated with different concentrations of 
lapachol. The analysis of the results  indicates  that  there  
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Figure 2. Effect of T. avellanedae extract on fixation of 99mTc by insoluble (IF-P) and 
soluble (SF-P) fractions of plasma (P). Blood samples were incubated with T. 
avellanedae extract (1 h) and after with SnCl2 and with Na99mTcO4. Insoluble and 
soluble fractions of plasma (IF-P and SF-P) were obtained by precipitation and 
centrifuged. The radioactivity in these fractions were counted in a gamma counter 
and the percentage of radioactivity incorporated (%ATI) was calculated for each 

fraction. ■, IF-P; □, SF-P. ***, p0.001, when compared to control group of IF-P. ###, 

p0.001, when compared to control group of SF-P. 
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Figure 3. Effect of T. avellanedae extract on fixation of 99mTc by insoluble (IF-BC) and 
soluble (SF-BC) fractions of blood cells (BC). Blood samples were incubated with T. 
avellanedae extract, after with SnCl2 and with Na99mTcO4. Insoluble and soluble 
fractions of blood cells (IF-BC and SF-BC) were obtained by precipitation and 
centrifuged. The radioactivity in these fractions was counted in a gamma counter and 
the percentage of radioactivity incorporated (%ATI) was calculated for each fraction. ■ 

IF-BC; □, SF-BC. ***, p0.001, when compared to control group of IF-BC. ###, 

p0.001, when compared to control group of SF-BC. 
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Figure 4. Samples of whole blood were incubated with 0.9% NaCl solution for 60 min. After that, 
stannous chloride solution was added and the incubation continued for 60 min. Then, 99mTc, as sodium 
pertechnetate was added. Blood smears were prepared, dried, fixed and staining. After that, the 
morphology of the red blood cells was evaluated under optical microscope (x1000). 

 
 
 

 
 

Figure 5. Samples of whole blood were incubated with 20.5 mg/ml of T. avellanedae extract for 60 min. 
After that, stannous chloride solution was added and the incubation continued for 60 min. Then , 99mTc, 
as sodium pertechnetate was added. Blood smears were prepared, dried, fixed and staining. After that, 
the morphology of the red blood cells was evaluated under optical microscope (x1000). 

 
 
 
is no important alterations (p>0.05) of the %ATI on blood 
compartments, on IF-P and on IF-BC.  

Heparinized blood samples of Wistar rats were 
incubated (1 h) with different concentrations of lapachol, 
saline solution or  0.02 N  NaOH  (control  groups).  After, 

stannous chloride and 
99m

Tc were added, centrifuged and 
plasma (P) and blood cells (C) were separated. Another 
samples of P and BC were precipitated with 
trichloroacetic acid (5%) and insoluble fractions (IF) were 
separated.   The   radioactivity   in   C,   IF-P   and   IF-BC  
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Figure 6. Samples of whole blood were incubated with 200 mg/ml of T. avellanedae extract for 60 min. 
After that, stannous chloride solution was added and the incubation continued for 60 min. Then, 99mTc, 
as sodium pertechnetate was added. Blood smears were prepared, dried, fixed and staining. After that, 
the morphology of the red blood cells was evaluated under optical microscope (x1000). 

 
 
 

Table 1. Effect of different lapachol concentrations on labeling of blood constituents with 99mTc. 
 

Lapachol (mg/ml) Cells IF-P IF-BC 

0.0 96.45.4 81.91.7 88.03.3 

NaOH (0.02 N) 87.17.3 82.12.6 85.44.4 

0.05 89.74.4 84.36.9 87.37.1 

0.5 86.97.8 81.84.0 84.84.0 

5.0 83.26.9 80.72.8 87.13.5 

50 89.45.0 79.92.2 87.44.6 

 
 
 
DISCUSSION 
 
The evaluation of the influence of drugs on the labeling of 
blood constituents is highly relevant due to some 
products, as chocolate, can interfere in the quality of the 
examinations using red blood cells labeled with 

99m
Tc 

(Bustami et al., 2009). 
The analysis of data presented in Figure 1 show that the 
aqueous T. avellanedae extract can modify the 
distribution of 

99m
Tc between the cellular and plasma 

compartments almost in all tested concentrations. 
However, the fixation of 

99m
Tc in cellular proteins could be 

altered at high concentrations of this extract (Figure 3).  
The fixation of the 

99m
Tc plasma proteins is also blocked 

by the presence of the T. avellanedae extract (Figure 2). 
This finding is interesting and it suggests that the 
entrance of the stannous and pertechnetate would be 
blocked on a depended matter (decreasing the 

radioactivity on the blood cells) (Figure 1). However, only 
in the highest concentration of the extract, the fixation of 
the 

99m
Tc on the blood proteins would be blocked 

probably due to the anti-oxidant and/or scavenger 
activities of the substances in the T. avellanedae extract.  
These redox properties could be associated with the 
chemical analysis of T. avellanedae extracts revealed the 
presence of various compounds as naphthoquinones, 
flavonoids, quinoid compounds and phenolic glycosides 
(Warashina et al., 2004). The phenolic compounds 
presents in different herbal extracts have been described 
to possess antioxidant and chelating action and be able 
to inhibit peroxidation reaction in the living systems 
(Simoes-Pires et al., 2005; Soobrattee et al., 2005). On 
the other hand, It was described that antimicrobial effects 

of -lapachol could be related to the formation of reactive 
oxygen species (Guiraud et al., 1994). Thus, some 
compounds present in T. avellanedae  extracts  could  be  



 
 
 
 
capable to impede or facilitate the oxidation of the 
stannous ions and alter the labeling of cellular proteins 
with 

99m
Tc as well interfere with distribution of this 

radionuclide between plasma and cellular compartments.  
Other hypothesis that could explain the effects of T. 

avellanedae extracts on labeling of blood cells with 
99m

Tc 
is the interaction of constituents of this extract with ion 
channels. In fact, it was proposed that the antinociceptive 
effect of T. avellanedae may be related to an activation of 
the adenosine receptors (de Miranda

 
et al., 2001).  Other 

membrane proteins as band-3 and calcium channel may 
have their function altered by compounds present in T. 
avellanedae extract decreasing or impeding the transport 
of Sn

+2
 and 

99m
TcO4

-
 into blood cells and in consequence 

to modify de distribution of 
99m

Tc between plasma and 
cellular compartments.  

The data obtained in this work show that the labeling of 
plasma proteins with 

99m
Tc could be decreased by the 

aqueous T. avellanedae extract used (Figure 2). 
Pharmacokinetics data have demonstrated that some 
compounds (as flavonoids) present in herbal extracts can 
be transported in blood attached to plasma proteins 
(Guiraud et al., 1994). Moreover, the already cited 
oxidant chelating properties of compounds present in T. 
avellanedae extract also could be related to effect 
obtained. Taken together, the binding in same proteins 
sites that the binding sites of 

99m
Tc and oxidant/chelating 

properties of T. avellanedae extract compounds could 
explain the decreasing of labeling of plasma proteins with 
99m

Tc. 
In the procedure of labeling RBC with 

99m
Tc, the 

stannous and pertechnetate ions pass through the 
plasma membrane (Gutfilen et al., 1992). Then, as 
reported to the tobacco extract (Oliveira

 
et al., 2003) and 

to Maytenus ilicifolia extract (Oliveira et al., 2000), 
histological alterations of the red blood cells could be 
responsible for modifications on the labeling of the RBC 
with 

99m
Tc. Furthermore, the results obtained with the 

qualitative comparison of the shape of the RBC (treated 
and not treated with T. avellanedae extracts) under 
optical microscopy also justify the modifications in the 
fixation of 

99m
Tc by the red blood cells. The achieved 

results have revealed strong morphological alterations 
due to the treatment of blood with T. avellanedae extract 
in two of the concentrations studied (Figures 5 and 6). 

The analysis of Table 1 suggests that lapachol did not 
affect the distribution of 

99m
Tc between cellular and 

plasma compartments or the binding of this radionuclide 
in cellular and plasma proteins. The pharmacological 
actions of lapachol include antitumor, antibiotic, 
antimalarial, antiinflammatory and antiulceric activities 
(Subramanian

 
et al., 1998) besides molluscicidal, 

cercaricidal and trypanocidal activities (Santos
 

et al., 
2001; Lima et al., 2004). Oxidative stress and alkylation 
of cellular nucleophiles have been proposed to explain 
the lapachol effects on biological system (Bolton et al., 
2000). In fact, it was described the generation of  reactive  
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oxygen species in the bioactivation of lapachol by P450 
reductase (Kumagai

 
et al., 1997) and an electrochemical 

study (Goulart et al., 2003). However, the absence of 
effects of lapachol labeling of blood constituents with 
99m

Tc (Table 1) could be related to the concentrations 
used in this work, or this substance would be not 
responsible by our findings. Considering the quantity of 
lapachol in the T. avellanedae, probably the 
concentration of lapachol isolated used in the 
experiments (Table 1) would be small in comparison with 
the quantity of this molecule extract in the highest 
concentration. In consequence, the lapachol 
concentrations would be too low to induce any effect. In 
addition, the effect of a chemical compound in an extract 
is associated with an integrative and synergic action 
among several compounds (Galindo et al., 2010; 
Carmona and Pereira, 2013). This fact could occur with 
the lapachol when was used alone.   

In conclusion as the labeling of blood constituents with 
99m

Tc depends on the presence of a reducing, probably 
the extract of T. avellanedae has substances with redox 
properties. In addition, probably these properties are not 
associated with the lapachol or the concentration of 
lapchol used in this work was not sufficient to promote 
effect on the labeling process. 
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The textual pieces in scene images might often provide vital semantic data for visual content 
understanding, indexing and analysis; as a result, text extraction had become a significant research 
area in image processing and computer vision. In this paper, we propose a new hybrid multilevel 
algorithm to extract text in various scene images. The algorithm converts the Red – Green –Blue (RGB) 
image into grayscale for color reduction. Next, it applies edge detection and mathematical 
morphological operations to extract edges in the image preprocessing phase. The resultant binary 
image passes through three subsequent levels in a multi layer behavior. Connected components 
labeling and text candidates' selection take place in each level through different criteria analysis. We 
used the structural features of connected components as basis criteria for selecting candidate texts, 
those features include: area, width, length and condense intensity mean of connected components. 
Afterwards, Horizontal projection profile analysis is used to further refine the candidate text areas and 
to eliminate non-text regions. The proposed algorithm is evaluated on a set of fifty images chosen from 
a well known text locating test dataset: KAIST. Extensive experiments show high robustness under 
different environments such as indoor, outdoor, shadow, night and light, and for different text 
properties such as various font size, style and complexities of backgrounds and textures. The algorithm 
effectively extracts textual contents from scenes images with high average of Precision, Recall, and F-
Score which are 90.1, 99, and 94.3%, respectively.  
 
Key words: Multilevel text extraction, hybrid text extraction, edge detection, connected components, text 
candidates, morphological operations, horizontal projection profile. 

 
 
INTRODUCTION 
 
The development of digital technologies accelerated the 
rapid growth in digital content. However, as digitalization 
is expanding in all categories and materials, it becomes 
important to extract any textual content from digital media 
to acquire semantic clues to help in visual content 
illustration and analysis. Digital  images,  as  an  essential 

form of digital media, may include pieces of text that 
comprise useful information for automatic explanation 
and structuring of images (Mancas-Thillou et al., 2007). 
Furthermore, information in embedded text can be used  
to fully understand images and for specific applications 
such as page  segmentation  in  (Jain  and  Zhong,  1996;  
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Tang et al., 1996), address block location (Yu et al., 
1997), license plate location (Cui et al., 1997; Kim and 
Chien, 2001), and content-based image/video indexing 
and retrieval (Shim et al., 1998; Zhang et al., 1994). Text 
appears in images either in the form of documents such 
as scanned CD/book covers or as video images. The 
embedded text in video frames can broadly be classified 
into two categories: overlay text and scene text. Overlay 
text refers to those characters generated by graphic titling 
machines and superimposed on video frames/images 
(Zhang and Chang, 2003), while scene texts are those 
captured by a recording device such as text in signs, 
nameplates, food containers, etc. Scene text is more 
difficult to detect (Gatos et al., 2005; Choksi et al., 2013; 
Sumathi et al., 2012) and therefore researches and 
studies in this field are so limited. In contrast to caption 
texts, scene texts can have any orientation and may be 
distorted by the perspective projection and may often be 
affected by variations in scene and camera parameters 
(Jung et al., 2004 in Kim and Chien, 2004; Mancas-
Thillou et al., 2007); they also have several varieties of 
fonts, sizes, styles, reflections and shadows. As a result, 
Text extraction in scene images has become a 
challenging issue due to previous problems in addition to 
the complicated background in the image itself.  

Many algorithms have been developed and improved in 
scene image text extraction. The majority of text 
extraction algorithms could be classified either as 
connected component based technique or as texture 
based technique (Fu et al., 2006). Connected 
component-based methods use geometric constraints 
and information to choose text candidates by creating 
bounding boxes around connected regions in images 
(Pan et al., 2009). The algorithm proposed in (Leon et al., 
2010) makes use of similarity measure to choose text 
regions; it combines texture information and geometric 
information in order to extract text in scene image. In 
Rajab et al. (2014), we presented a text extraction 
technique that employs image enhancement, 
morphological operations and different transformations in 
order to label text candidates.  

Texture-based methods treat the text as a unique 
object that has some distinguishable features from the 
background. The researchers in Wen and Chou (2004) 
used Discrete cosine transform (DCT) based high pass 
filter to remove constant background. The problem of 
texture-based methods is the large computational 
complexity in texture classification; which leads to a 
confusion when text-like regions appear. The variations 
on text fonts, sizes, colors and complex backgrounds 
(Shivakumara et al. 2014; Mao et al., 2013) affect the 
performance of these algorithms and hence text cannot 
be extracted by using a single method only. Niti (2014) 
and Xiaoqing and Jagath (2006) improved a hybrid and 
multi-scale method that use Support Vector Machine 
(SVM) transformation along with some pre-processing 
and  post-processing  steps  in  order  to   extract   text  in 

 
 
 
 
complex images (Chandrasekaran and Chandrasekaran 
(2011). 

In Jung and Han (2004), two methods for text 
localization in complex images were proposed. The first 
method was an automatic texture-base method that can 
increase the recall rates for complex images; while the 
second one was a connected component-based filtering 
that took advantage of geometry and shape information 
to enhance the precision rates. 

This paper proposes a hybrid multilevel text extraction 
algorithm that can locate and extract texts in complex 
scene images and can resolve problems that some 
previous systems had. The algorithm uses both 
connected component-based and texture-based 
techniques in text candidates' selection. It begins with 
image preprocessing which includes both color reduction 
and edge extraction. In color reduction step, the RGB 
image is converted into a grayscale image. Afterwards, 
the binary image resulted from edge extraction in the 
preprocessing phase is sent to three subsequent levels. 
All levels contain both connected components labeling 
and text candidates' selection; however every level has 
its own criteria used in text candidates' selection. Criteria 
used in candidate selection include analyzing area, width, 
height and intensity mean of connected components. 
Adaptive background elimination through logical 
operations is performed in inner phases in addition to 
analyzing the horizontal projection profile of the image in 
order to eliminate tiny non textual areas.  
 
 

MATERIALS AND METHODS 
 

Proposed algorithm 
 

In this study, we improved a hybrid multi level algorithm for text 
extraction in scene images. The proposed algorithm uses both 
connected component-based and texture-based techniques and it 
includes preprocessing phase in addition to three sequential levels; 
every level contains inner phases where candidate text regions are 
labeled gradually within inner phases of each level. The proposed 
algorithm is discussed methodically in the following: 

 
Image preprocessing  
 
Image preprocessing phase is extremely significant in achieving 
better performance in text detection and extraction techniques. The 
scene image may contain some noise or effects such as shadow or 
light spots; therefore we need to remove those effects before 
labeling and detecting the text candidates in the image in order to 
get a better input image for next phases. Preprocessing phase 
includes both color reduction and edge extraction inner phases: 
 
i) Image preprocessing: Color Reduction  
In this phase, the acquired colored image is converted from Red – 
Green –Blue (RGB) color model into grayscale and passes as the 
input image to the next phase. 
ii) Image preprocessing:  Edge Extraction 
In this phase, the canny edge detection is applied on the saturation 
grayscale image. The edge detection is applied to get the edge 
map of the image. Afterwards, morphological image dilation is used 
on the resultant binary image with a suitable structuring element. 



 
 
 
 
After image preprocessing, the resultant binary image passes 
through three subsequent levels as follows: 
 
Level 1 
 
Phase 1.1: Labeling text candidates' regions  
 
In this phase, all elements in the connected components set S are 
labeled and then tested by using some selection criteria in order to 
find the text candidates set ST. Those criteria contain mathematical 
analysis of width, height and area of each element. Connected 
components with area (Ai) greater than a certain portion of the 
overall area (AI) of the image will be eliminated; the analysis of this 
criteria helps in excluding large connected components that are far 
away from being textual regions. Width and height of connected 
components are also tested so all components with width less than 
twice and half of height (the threshold used in the algorithm) are 
eliminated. Equations (1) and (2) in the following show the criteria 
used in eliminating non text regions in this phase. 
 

                                                                         (1) 
 

                             (2) 

 
In previous equations, S stands for the set of all connected 
components, SE is the set of the eliminated components and ST is 
the set of candidate text regions. The total area of image I is 
denoted by AI, while i stands for an element in S with area, width 
and height denoted by Ai, Wi and Hi, respectively. Variables t1 and t2 
are the thresholds used in our algorithm which were obtained from 
many experiments on large set of images and have values 18 and 
2.5, respectively. Figure 1(a) shows a sample scene image used in 
algorithm testing, Figure 1(b) shows the result image after 
connected components labeling, while the result of text candidate 
selection is shown in Figure 1(c). 
 
Phase 1.2: Text Extraction – level 1 
 
In this phase, we apply multi-step operations on the text candidates 
in order to extract the text from the image. The inner steps of this 
phase are discussed in the following.  
 
Step 1.2.1: Morphological operations: A set of morphological 
operations with filling procedures are applied on the image to 
facilitate edge enhancement; morphological operations include 
close and open operations followed by holes filling. 
 
Step 1.2.2: Eliminate large non-text areas from the background 
using adaptive logical operator: In this step, we apply an 
adaptive (AND) operator between the binary image in Phase 1.1 
and the enhanced edged image from Phase 1.2.1; this step gives 
excellent results in eliminating large non-text regions from the 
image background. Applying logical (AND) between both enhanced 
edge image and the adjusted monochrome version from the original 
helped in studying the foreground and the background of the image. 
However, if the intensity mean of the resultant image is greater than 
a certain threshold, an image negation operation is performed to 
keep the important foreground data; otherwise, the original image is 
converted to a monochrome version using different threshold. 
Figure 1(d) shows the result image after applying this phase, while 
the procedure is shown in the following pseudo code. 
 
Pseudo code: (Adaptive AND Procedure) 
Input (G, I, J)  
Where: G is the grayscale image, I is the resultant image from Step 
1.2.1 and J is the resultant image from Step 1.1 

Khatib et al.           107 
 
 
 
IF the intensity mean of J > 0.5 then 
 
1. Find image negation of J, store the result in Jn 
2. Calculate R = AND (I, Jn) ELSE 
3. Find binary image of G with a larger threshold (0.75), store the 
result in Jnb 
4. Calculate R = AND (J, Jnb) 
End IF 
Output (R) 
 
Level 2  
 
Phase 2.1: Labeling the text candidate regions  
 
Text candidates are labeled by studying the condense intensity 
mean of white pixels (intensity = 1) for each connected component; 
if the mean is greater than a certain threshold, the region will be 
eliminated, otherwise it will be labeled as text region as shown in 
Equation (3). 
 

                        (3) 
 
In the previous equation, ST denotes the set of candidate texts, i is 
an element in S (the set of all connected components) and 
threshold t3 = .80. 
 
Phase 2.2: Text extraction – level 2 
 
Step 2.2.1: Image post processing: After labeling the text 
candidates in Phase 2.1, border thinning operations are applied for 
text candidate regions to remove interior pixels. Filling operation is 
applied next to reduce gaps between pixels in connected 
components. 
 
Step 2.2.3: Horizontal projection profile: A horizontal projection 
profile is defined as the sums of the candidate pixels over image 
rows (Ye et al., 2005). In this step, the small non textual regions are 
eliminated by using the horizontal projection profile of the result 
image after post processing. Pixel rows with intensity sum less than 
an acceptable threshold will be discarded. The threshold is relative 
to the total intensity mean of the horizontal projection profile of the 
image. Figure 2 illustrates eliminating small non-text regions by 
using the image horizontal projection profile. Figure 2(a) shows the 
image with small non-text regions, while Figure 2(b) shows the 
horizontal projection profile of the image with a red circle indicating 
the candidate image regions to be eliminated. The elimination is 
applied on all small curves indicating tiny intensity sum of row 
pixels. Figure 2(c) shows the resultant image after non-text 
elimination using projection profile analysis. 
 
Level 3  
 
Phase 3.1: Labeling the text candidate Regions  
 
The principal objective of this final level is to ensure that all non-text 
components are eliminated in the image. In this phase, all criteria 
features studied earlier are examined for each text candidate again 
for the last time, those features are:  
 
1. Area of the text candidate, 
2. Height and width of the text candidate,  
3. Intensity mean of the text candidates. 
 
The text candidate area should be greater than 1/10 of the mean 
area of connected components with acceptable number of pixels, 
additionally it should not exceed 4 times of the mean area. The 
width and height of the text candidate should  relatively  conform  to  
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Figure 1: The proposed algorithm results from Level 1 
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Figure 1. The proposed algorithm results from Level 1 (a) Original image; (b) Result image after connected component 
labeling; (c) Result image after text candidates selection; (d) Result image after text extraction - level 1. 
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Figure 1: The proposed algorithm results from Level 1 
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Figure 2: Eliminating small non-text regions by using the image horizontal projection profile. 

 

 
 

Figure 2. Eliminating small non-text regions by using the image horizontal projection profile (a) Small non-text regions are 
circled; (b) The horizontal projection profile; (c) Result after non-text elimination. 

 
 
 
the English letters rules so that the width should not exceed the 
height*6 and vice versa. For the intensity mean of text candidate, 
we eliminated all components with intensity mean greater than 
90%, so if the majority of the component texture is white, then the 
area cannot be a textual region; conversely, it may be a solid region 
or noise. 
 
Phase 3.2: Final text extraction 
 
After Level 3, the text candidate regions are extracted, and the final 
textual information in the image is detected. Figure 3 shows a 
sample final result of the extracted text at the end of this level. All 
levels, inner phases and steps of the proposed algorithm discussed 
previously are illustrated in the block diagram shown in Figure 4. 
 
 
Testing dataset 
 
The selected images from KAIST dataset are used to test the 
performance of the proposed algorithm (Jin and Seonghun, 2011). 
This dataset is developed by the Korean Advanced Institute of 
Science and Technology (KAIST) where the dataset name came 
from. KAIST dataset consists of scene text images with different 
properties such as (color, font size, orientation, and alignment) and 
were captured in five different environments: light, night, shadow, 
indoor, and outdoor. This dataset is grouped based into the 
languages: English, Korean, and mixed of English and Korean. 
Each of these groups is classified according the captured 
environment condition. All images in the dataset have been resized 
into 640 × 480. To test the performance of the proposed algorithm, 
a set of English language scene images  have  been  selected  from 

KAIST set. Testing was based on selecting some scene images 
with different properties such as (color, font size, orientation, and 
alignment) and that were captured in different environment. 
 
 
RESULTS AND DISCUSSION 
 
In this study, proposed text detection algorithm 
quantitatively and qualitatively were evaluated. The 
analysis of results is based on various experiments and 
measurements and is discussed in the subsequent 
subsection.  
 
 

Procedure 
 
The performance of the proposed algorithm is evaluated 
under 50 scene images selected from KAIST dataset with 
different properties and captured in different 
environments. The availability of ground truth images in 
the KAIST dataset provides a better opportunity to 
compare the proposed algorithm resultant image with the 
ground truth image quantitatively and qualitatively. An 
example on a scene image and its ground truth from 
KAIST dataset is shown in Figure 5. 

Selecting optimum values for thresholds used in our 
algorithm  was  not  an  easy  task;  extensive  testing  on  
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Figure 3. The final extracted text. 
 
 
 

 

   

Figure 4. The block diagram for the multilevel text detection algorithm. 
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Figure 5. A KAIST image and its corresponding ground truth a. The original 
image; b. Ground truth image. 
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Figure 6. Choosing some thresholds optimum values. The upper charts compare 
between t1, t2 thresholds probabilities; while the bottom chart compares between 
threshold probabilities for the ratio between height and width in English letters. 

 
 
 
many images had been performed to choose the best 
value for each one. Figure 6 shows comparisons 
between the algorithm testing results when applied on 
one KAIST image with different threshold probabilities. 
Figure charts compare between error percentages for 
threshold probabilities. The minimum error values: 18, 2.5 
were selected for thresholds, demonstrated previously in 
this study: t1, t2 respectively. Also, the third chart shows 
the best threshold for the ratio between height and width 
for English letters which is 16.667 or 1:6%.  
 
 
Quantitative metric 
 
The performance of the proposed text extraction 
algorithm is evaluated quantitatively by calculating three 
measurement metrics: Precision, Recall, and F-Score. 
The calculation of these metrics is based on computing 
the number of corresponding match text between the 
algorithm’s detected text area and the ground truth 
image. This yields calculating three measurements: true 
positive tp, false positive fp, and false negative fn. True 
positive (tp) represents the number of pixels that are truly 
classified as text in the algorithm’s detection result, and 
false positive (fp) represents the number of pixels that are 
falsely classified as text in the algorithm’s detection result 
while it is a background in the ground truth. False 
negative (fn) represents the number of pixels that are 

falsely classified as background in the algorithm’s 
detection result while it is a text in the ground truth. 
Based on these measurements, Precision, Recall, and F-
Score are calculated as in the following equations: 
 

                                                       (4) 
 

                                                          (5) 
 

                             (6) 
 
Precision value measures the percentage of the correctly 
detected text from the whole detected text area while the 
Recall value measures the probability of the text 
detection algorithm of correctly detecting the text area. F-
Score value represents a harmonic mean of the precision 
and recall to give a single value to measure the 
effectiveness of the detection results.  
 
 
Analysis 
 
The proposed text extraction algorithm was improved to 
resolve the problems encountered in our system proposed 



Khatib et al.           111 
 
 
 

 

   
a b c 

 

a. Original image 

 

 
 
Figure 7. False text detection in the old algorithm and the improvement in the new one a. 
Original image; b. Lama Rajab et.al (2014) Algorithm; c. Proposed algorithm. 

 
 
 

in (Rajab et al., 2014). The previous system presented a 
connected component-based text extraction technique 
that employs image enhancement, morphological 
operations and different transformations such as Hough 
transform in order to label and extract text candidates. 
However in this paper, a hybrid multi-level text extraction 
that uses both connected component-based and texture-
based techniques in text candidates' selection was 
present. The algorithm applies color reduction and edge 
enhancement on input image followed by three 
subsequent levels. Each level applies multiple inner 
phases like connected components labeling and text 
candidates' selection based on criteria analysis of 
connected components' area, width, height and intensity 
mean in addition to image horizontal projection profile 
analysis.  

The old system proved its robustness in text extraction 
on many images but unfortunately it failed in extracting 
the text from shadow images and it was detecting the 
light spot falsely as a text. Figure 7 shows a sample 
image with a light spot detected as text in the old 
technique. However, the current Algorithm utilized 
completely different techniques and presented a novel 
methodology to improve the performance of text 
extraction in such images.   

The improvement of the current algorithm performance 
was experimented by testing both algorithms on a set of 
common images from about 15% of the overall test set. 
The precision, Recall and F_score values of the 
proposed algorithm for this set of images are 0.868, 
0.991, 0.924, respectively, while they are 0.853, 0.955 
and 0.889, respectively for algorithm (Rajab et al., 2014). 
Comparisons between these metrics for both algorithms 
are shown in the chart (Figure 8). 

Relatively to the comparative analysis above, the 
effectiveness of the proposed text extraction algorithm is 
tested also individually on fifty selected scene images 
from KAIST dataset that have different properties and 
were captured in different environments. The results 
under five different environments: indoor, outdoor, light, 
night, and shadow are shown in Figure 9; two images 
were selected from each environment.  

Obviously, the detection results from the proposed 
technique are very accurate and robust  in  detecting  text 

from scene images that have different properties such as 
font size and type, color, orientation, and alignment. 
Moreover, the proposed algorithm detects the text 
accurately from images that have been affected to strong 
light or those which have dark or bright illumination spots 
(Figure 9c and d). It also detects the large characters 
accurately as well as the small ones in both indoor and 
outdoor environments (Figure 9a and i), as well as in 
images which have shadow areas as in Figure 9g and h. 
Moreover, it proved to be robust and effective in detecting 
images with curved texts (Figure 9b). 

As stated previously, the performance of the proposed 
technique is evaluated quantitatively using three metrics: 
Precision, Recall, and F-Score that obtained from 
comparing the output image from the proposed algorithm 
with the ground truth. These three measurements are 
calculated for 50 images that were selected from KAIST 
dataset. The average of Precision, Recall, and F-Score 
on this set consisting of fifty KAIST images is 90.1, 99, 
and 94.3%, respectively.  

Noticeably, the average of the Recall metric is very 
high (99%) due to the high probability of our text 
detection algorithm of correctly detecting the text area in 
the scene image and this is obvious in the Figure. As a 
result, our proposed algorithm is robust and consistent 
under the different environments and under variant 
properties.  

Unfortunately in some cases, the algorithm detects 
some small areas falsely if they have similar properties to 
texts. Therefore, the algorithm will label these 
background areas as candidate text regions which will be 
detected as textual contents in the further steps. Thus, 
the existence of some small areas which are similar to 
text properties will decrease the precision since these 
areas were extracted falsely to be texts while they are in 
fact background areas as we can see in Figure 9b, e, and 
h, and that affects the value of Precision metric. 
 
 

Conclusion 
 

Text extraction in scene images is a significant and 
promising research area in computer vision. In this paper, 
we propose a new and improved multilevel and hybrid 
algorithm that can detect and extract  the  textual  content  
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Figure 8. Comparisons of Precision, Recall and F_Score between both: 
our new and old techniques. 

 
 
 

 
 
Figure 9. Set of images from KAIST dataset with detected text area using the proposed 
technique. (a) and (b) were captured on a indoor environment. (c) and (d) were captured 
on light. (e) and (f) were captured on night environment. (g) and (h) are two images that 
were captured at shadow.  (i) and (j) are two images that were captured at outdoor. 



 
 
 
 
in various scene images. The algorithm uses both 
connected component-based and texture-based 
techniques in text candidates' selection. The 
improvement is represented by using a hybrid multilevel 
detection method with subsequent multi phases in order 
to extract the text progressively. We have anticipated 
through the proposed algorithm to resolve problems that 
our some previous systems had in text extraction field. 
In the preprocessing step, the algorithm used the 
grayscale version from the RGB image and then applied 
edge extraction on the resultant image. Various 
techniques in three subsequent levels are applied after 
preprocessing such as connected component labeling, 
text candidate selection with different criteria testing, 
morphological operations, and projection profile based 
technique for non-text regions elimination. As a result, 
candidate text areas will be labeled, detected and 
extracted in a multi layer behavior in inner phases.  
The effectiveness of the proposed technique is tested on 
50 images from KAIST dataset that were captured in 
different environments (shadow, light, outdoor, indoor, 
and night). Precision, Recall, and F-Score metrics are 
used to test the accuracy of the text detection rate for the 
proposed technique quantitatively. The results show that 
the proposed algorithm detects the text with high average 
of Precision, Recall, and F-Score to be 90.1, 99, and 
94.3%, respectively. The algorithm also proved to be 
robust and consistent in terms of detecting the textual 
content from scene images that have various properties 
and which were captured in different environments. 
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The superior colliculus (SC) is a visuomotor center involved in the autonomic reflex adjustments of eye 
movements in response to visual stimuli. Diabetes mellitus (DM) is known to affect some visual 
pathway structures, but few studies have assessed the effects of diabetes on the SC. The aim of this 
study was to investigate the ultrastructural changes of SC neurons in the early period of streptozotocin 
(STZ)-induced diabetes. The ultrastructure was assessed by transmission electron microscopy (TEM). 
Twenty male Sprague–Dawley rats were divided into two groups (n=10 per group) and were 
intraperitoneally injected with either STZ (60 mg/kg) in citrate buffer (pH 4.5) to induce DM or with buffer 
alone as a positive control. The rats were sacrificed 4 weeks after injection and the SC was processed 
for TEM. Most of the SC neurons in the DM group exhibited either chromatolysis or pyknosis. 
Chromatolytic neurons had an enlarged nucleus with some chromatin clumping and disruption of the 
cell membrane. These neurons also exhibited mitochondrial enlargement with rupture of the cristae, 
distended Golgi complexes and rough endoplasmic reticulum, and numerous secondary lysosomes. By 
contrast, the pyknotic neurons in the DM group exhibited severe chromatic condensation and dark 
electron-dense structures in the cytoplasm. The organelles were smaller and had an irregular outline. 
The neuropil of DM rats had coarse, irregular, swollen dendrites and axons, together with 
demyelination. In conclusion, this study has provided clear evidence of ultrastructural degeneration in 
the SC of STZ-induced DM rats. These ultrastructural changes might contribute to the impairments of 
autonomic eye movement, optokinetic and vestibulo-ocular reflexes, and vision-related learning and 
memory in patients with DM. 
 
Key words: Superior colliculus, diabetes mellitus, streptozotocin. 

 
 
INTRODUCTION 
 
The superior colliculus (SC) is an important visuomotor 
center that controls and adjusts eye movement in 
response  to  environmental   stimuli,   and   is   influential  

in automatic perceptual visual function. The SC is the 
laminar structure located in the midbrain. It consists of 
alternating  neurons  and  nerve  fiber  layers,  which   are  
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divided into two functional parts: the superficial layer and 
intermediate and deep layers (May, 2006). The 
superficial layer receives incoming optic signals from the 
retinas and the visual cortex. The many variously sized 
and shaped neurons in this layer receive visual inputs 
and transmit signals to neurons in the deeper sublayers 
to integrate the autonomic eye movement reflexes. The 
intermediate and deep layers of the SC are involved in 
eye movement, by receiving visual input signals from the 
superficial layers and afferent projections of several 
systems related to autonomic eye movement reflexes, 
including the optokinetic and vestibulo-ocular reflexes 
(May, 2006). 

Diabetes mellitus (DM) is one of the most common 
chronic metabolic disorders, and affects more than 285 
million people worldwide. Prolonged hyperglycemia 
caused by insulin insufficiency (type 1 DM or insulin-
dependent DM) or insulin resistance (type 2 DM or non-
insulin-dependent DM) also affect the metabolism of 
carbohydrate, protein, and lipid (Zhang, 2008). DM is 
associated with a number of complications, some of 
which affect components of the nervous system, 
including visual function. Visual loss, blurred vision, visual 
defects, and impaired visual acuity are commonly found 
in patients with DM (Negi and Vernon, 2003). There are 
also numerous reports of early visual neuronal 
abnormalities in DM, including histological, physiological, 
and clinical abnormalities (Antonetti, 2006; Ozawa, 
2011). To date, however, few studies have focused on 
the efferent visual pathways involved in ocular motility 
and visual reflexes. Prior studies have revealed 
prolonged reaction times and slower eye movement 
reflexes, including the loss of eye fixation and gaze shift 
problem, which are controlled by the SC, in patients with 
DM (Virtaniemi, 1993; Alessandrini, 1999). Consequently, 
patients with these visual impairments have difficulties 
performing daily-life activities, complex task activities, 
learning, and cognition (Sanders and Gillig, 2009). 
Therefore, the aim of this study was to assess the 
ultrastructural changes in the SC in streptozotocin (STZ)-
induced diabetic rats using transmission electron 
microscopy (TEM). So that, the hypothesis of this study 
was to demonstrate degeneration of neurons and nerve 
fibers in the SC. These damages will cause the 
impairment of the eye movement and reflexes in the 
diabetic patients. 
 
 
MATERIALS AND METHODS 
 
Twenty male adult Sprague–Dawley rats aged 5 to 8 weeks, 
weighing 200 to 270 g, were obtained from the National Laboratory 
Animal Center, Mahidol University, Salaya, Nakhonpathom. The 
Mahidol University Council’s Criteria for Care and Use of Laboratory 
Animal was adhered to in this study. After acclimatization, the 
animals were divided into two groups, a DM (n = 10) and a positive 
control (n = 10) groups. 

Rats in the DM group were intraperitoneally injected with a single 
dose of STZ (60 mg/kg body  weight;   Across   Organics,   Janssen  
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Pharmaceuticals, Geel, Belgium) in citrate buffer at pH 4.5. Rats in 
the positive control group were injected with an equal volume of 
buffer per kilogram body weight. After a 10 h fast, the urine glucose 
levels and body weights were monitored daily. Whole-blood glucose 
levels were measured at 48 and 72 h after injection, and before 
sacrifice. The animals were sacrificed 4 weeks after injection, 
corresponding to the early period of DM by halothane inhalation. 

The ultrastructural technique was described as in the previous 
studies (Lanlua, 2012; Sricharoenvej, 2012). After cutting the rib 
cage to expose the thoracic cavity, 0.1 M phosphate-buffered saline 
(PBS) was injected into the ascending aorta, and 500 ml of 2.5% 
glutaraldehyde in 0.1 M PBS was injected to preserve the tissues. 
Then, the SC was removed and cut into small cubes of about 1 
mm3. These specimens were postfixed in 1% osmium tetroxide in 
0.1 M PBS, dehydrated in a graded series of ethanol, cleared in 
propylene oxide, and soaked in propylene oxide: araldite plastic. 
The specimens were then embedded in the araldite plastic. The 
tissue blocks were then sectioned on an ultramicrotome (Leica EM 
UC6; Leica Microsystems, Vienna, Austria). Semi-thin sections (1–
1.5 µm) were stained with toluidine blue and representative areas 
were observed under a light microscope (Olympus BX41; Olympus, 
Tokyo, Japan). Next, the embedded specimens containing neurons 
were serially sectioned (80 to 85 nm thick) using the ultramicrotome 
and the thin serial sections were stained with 1% uranyl acetate 
and lead citrate. The neuronal ultrastructure on each SC tissue 
section was observed and photographed by TEM (JEOL JEM100S; 
JEOL Ltd., Tokyo, Japan). 
 
 
Statistic analysis 
 
Quantitative analysis of body weights in each group was expressed 
as a mean ± a standard deviation (SD). The comparison on the 
body weights of the positive control and the diabetic groups was 
performed by using Mann-Whitney U test (SPSS 16.0 software). 
The value of p<0.05 was considered to indicate statistical 
significance. 
 
 
RESULTS 
 
At 48 h after injection of STZ in the DM, the mean urine 
glucose concentration was > 500 mg/dL and the mean 
whole-blood glucose concentration was > 300 mg/dL, 
while those in the control were 0 and <300 mg/dL. The 
body weight was significantly lower in the DM group 
(256.43 ± 14.07 g) than in the control group (372.33 ± 
11.64, p< 0.05). 

TEM revealed that the ultrastructures of all layers of the 
SC in the control group were similar in appearance. The 
normal neurons had large, round, electron lucent nuclei 
with evenly dispersed fine chromatins and a large dense 
nucleolus. The nuclear membrane was generally smooth, 
although some membranes were wrinkled or invaginated. 
Numerous organelles were concentrically arranged 
around the nucleus (Figure 1A). By contrast, there were 
several changes in the neurons in all of the layers of the 
SC in the DM group. In this group, the neurons in each of 
the layers exhibited two major degenerative features: 
chromatolysis or pyknosis. The chromatolytic neurons 
were enlarged compared with the control neurons. 
Although most of the nuclear membranes of DM neurons 
were intact, the chromatin particles were  distributed  and   
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Figure 1. Transmission electron micrographs of SC cross-sections in the control (A) and DM (B–E) groups. Nucleus 
(N), mitochondria (m), rER (black arrowhead), ribosomes (r), unidentified particles aggregated around the nucleus 
(black arrows), empty peripheral areas (asterisks), chromatin clumping (C),a large membrane-bound vacuole (a white 
arrow), Golgi complex (G), primary lysosome (Ly), and a secondary lysosome (a black star). 

 
 
 
often formed clumps beneath the nuclear membrane 
(Figures 1B, C and 2A). Regarding cytoplasmic changes, 
the SC neurons displayed a loss of organelles, including 
ribosomes, rough endoplasmic reticulum (rER), and 
mitochondria in the peripheral area of the perikaryon. The 
cell organelles also formed clusters around the nucleus 
(Figures 1B, C and 2A). At higher magnifications, rupture 
of the rER with short cisternae or small fragments, as well 
as ribosomal disintegration were also seen. Moreover, 
enlarged mitochondria with disrupted cristae or ruptured 
outer membranes were illustrated (Figures 1D and E). 
Distension of the Golgi complex was also clearly noticed 
(Figure 1E). Numerous, small secondary lysosomes with 
dark contents were visible in the cytoplasm (Figure 1D). 
Large membrane-bound vacuoles, containing a 
membranous structure, were also observed in the 
degenerated neurons (Figure 1C).  

The second type of neurons in the DM group was 
pyknotic neurons. These neurons were dark, electron-
dense cells with significant abnormalities of the nucleus 
and cytoplasm. The nuclei and organelles of these 
neurons were poorly defined, small, and had irregular 
outlines (Figure 2B). Moreover, the normal neuropils 
contained several neuronal and glial processes, including 
dendrites, myelinated axons, and unmyelinated axons 
(Figure 3A). Both types of axons contained abundant 
neurofilaments and microtubules, with long and extremely 
slender mitochondria, but rER and free ribosomes were 
not observed (Figure 3C). The neurons had enlarged 
dendrites containing vacuoles with electron-lucent 
regions (Figures 3B, D and E). The neurofilaments and 
microtubules were irregularly arranged and the 
cytoplasmic mitochondria were enlarged (Figures 3D and 
E).  Demyelination  was  also  apparent  in  the   enlarged  
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Figure 2. Transmission electron micrographs of chromatolytic neurons (A) and pyknotic neurons (B) in SC cross-
sections in the DM group. Nucleus (N), mitochondria (m), Golgi complex (G), clear empty peripheral area (asterisks), and 
ruptured cell membrane (a black arrow). 

 
 
 
neuropils (Figures 3B, D and E). The myelinated axons 
exhibited localized disarrangement of the myelin sheath, 
and of neurofilaments and microtubules in the axon 
cytoplasm (Figures 3D and E).  
 
 
DISCUSSION 
 
The STZ was used to induce the DM because of the 
selective destruction of pancreatic beta cells and 
inhibition of insulin synthesis. Therefore, hyperglycemia 
occurs due to insulin deficiency (Anderson, 1974; Junod, 
1967; Yamamoto, 1981). The most common diabetic 
complication, which is caused by prolonged 
hyperglycemia, is microangiopathy. Then, the destruction 
of vascular wall and reduction of blood supply occur, that 
affects on the nervous system (Huber, 2006; Li, 1998). 
The degenerative SC neurons in DM rats in the present 
study could be classified into two types; chromatolytic 
and pyknotic neurons. Features of the chromatolytic 
neurons included enlargement, slight condensation of 
chromatin in the nucleus, clear cytoplasm with distended 
cell organelles, and destruction of the neurofilaments. 
Similar features were observed in the hypothalamic and 
dorsal motor nuclei of the vagus nerve neurons in 
previous studies of neurodegeneration (Bestetti and 
Rossi, 1980; Tay and Wong, 1994). Hyperglycemia in the 
diabetic state increases the accumulation of glutamate in 
the extracellular matrix, leading to glutamate 
excitotoxicity. Glutamate is taken up by neurons via N-
methyl-D-aspartate (NMDA) and non-N-methyl-D-

aspartate (non-NMDA) receptors (Portera-cailliau, 1997; 
Schurr and Payne, 2003). Binding of glutamate to NMDA 
induces chromatolysis by stimulating cellular intake of 
calcium ions (Ca

2+
) that is released from the ER. The 

accumulation of Ca
2+

 near the cell membrane increases 
water influx into the neurons (Berridge, 1998) causing cell 
enlargement with a clear peripheral cytoplasm. 
Intracellular Ca

2+
also acts as a second messenger to 

stimulate protease, lipase, and endonuclease activities 
(Sundaram, 2012). Intracellular Ca

2+
 also increases the 

nitric oxide (NO) concentration (Berridge, 1998). Elevated 
NO and Ca

2+
concentrations in the mitochondria activate 

G-proteins, which stimulates the Ras and mitogen-
activated protein kinases (MAPK) pathway. MAPK enters 
the nucleus, where it activates extracellular signal-
regulated kinases, FOS, and Ced-3. This signaling 
pathway promotes the synthesis of proteases, 
endonucleases and phospholipases, such as calpain and 
caspase-3, which ultimately degrade the neurofilaments 
in axons and dendrites (Sundaram, 2012). 

Hyperglycemia also increases the generation of 
reactive oxygen species (ROS), which activate and 
release cytochrome C from mitochondria to the 
cytoplasm. Cytochrome C stimulates the expression of 
caspase-3 (Davi, 2005), which increases the synthesis of 
endonucleases to cleave DNA, causing chromatin 
condensation (Huppertz, 1999). High levels of ROS also 
cause lipid peroxidation of unsaturated fatty acids in the 
lipid bilayers of cell and organelle membranes. This 
increases the permeability of the cell’s outer membrane, 
as well as the membranes of the rER, Golgi complex, and  
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Figure 3. Transmission electron micrographs of SC cross-sections in the control (A,C) and DM (B,D, E) groups. 
Dendrites (D), myelinated axons (Ax1), unmyelinated axons (Ax2), mitochondria (m), astrocytic process (AsP), 
vacuolated appearances (asterisks), local disarrangement of myelin sheath (black arrows), degenerations of 
neurofilaments and microtubules (white arrows), large electron-lucent vacuoles (stars), microtubules (small white 
arrows), and neurofilaments (small black arrows). 

 
 
 
mitochondria. The resulting influx of water causes 
enlargement of the neurons and cell organelles (Davi, 
2005). 

Numerous degenerated fragments of organelles in 
small lysosomes (autophagic membrane-bound 
vacuoles) in the neurons were observed because of the 
activity of hydrolytic enzymes. Some secondary 
lysosomes also contain degenerated membranous 
organelles, such as mitochondria, which form a 
concentric pattern known as the myelin figure. These 
myelin figures have been observed in anoxic-ischemic 
condition, in cells exposed to potent pro-apoptotic 
chemicals, and in the diabetic state (Park, 2003; Lanlua, 
2012). 

Other degenerative features of SC neurons in DM rats 
were chromatin condensation, cytoplasmic  condensation 

with unidentified cell organelles, and cell shrinkage. 
These features were consistent with pyknosis or 
apoptosis, which were observed in previous studies of 
Park (2003) and Logvinov (2010). As mentioned above, 
glutamate accumulates in the extracellular matrix. 
Through an as-yet unknown mechanism, binding of 
glutamate to non-NMDA receptors increases the 
mitochondrial Ca

2+
concentration (Saliñska, 2005). 

Intracellular Ca
2+

 also upregulates the expression of 
endonucleases, proteinases, and phospholipases, which 
leads to degradation of chromatin, rER, Golgi complex, 
cell membrane, and cytoskeleton in the neurons, as 
occurs in chromatolysis. These processes result in 
chromatin condensation and the destruction of cell 
organelles causes cytoplasmic condensation. 

It is also notable that the levels of neurotrophic  factors, 



 
 
 
 
such as insulin, insulin-like growth factor-1, neurotrophin-
3, and their corresponding receptors are lower in the 
diabetic state (Lee, 2001; Li, 2005). The changes in these 
signaling pathways leads to mitochondrial dysfunction, 
and promote the release of cytochrome C. Cytochrome C 
stimulates the production of endonucleases, which are 
responsible for DNA cleavage (Huppertz, 1999). 
Therefore, cell shrinkage occurs through a variety of 
processes involving the destruction of the cell membrane, 
cytoskeleton, and cell organelles.  

In conclusion, the results of this study provide clear 
evidence for significant ultrastructural changes in SC 
neurons at the early stage of DM in rats. These changes 
are expected to contribute to the early neurodegenerative 
changes in the central nervous system in DM. These 
changes may also contribute to the visual impairments in 
DM, including autonomic eye movement, optokinetic 
reflexes, vestibulo-ocular reflexes, and vision-related 
learning and memory. The present results should provide 
a foundation for further research to develop therapeutic 
approaches to prevent or reduce the severity of nervous 
system disorders affecting vision and related processes 
that might improve the quality of life of patients with DM. 
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Turkey has more than 21.67 million ha forest areas and 10.11 million ha of these forest areas are still 
degraded or highly degraded in 2012 year. These areas can only be transformed into a productive state 
with implementation of rehabilitation treatments. Determination of the priority of degraded forest areas 
for the rehabilitation is important issue and affected by many parameters in Turkey. Some important 
indicators such as slope, aspect, elevation, social pressure, roads near forest and tree species, were 
used to determine priority of forest rehabilitation areas by using Geographic Information Systems (GIS). 
In this study, we developed a spatial database including topographic parameters, forest stand type 
maps and stand type parameters, forest stratification, roads and settlement areas and its proximity 
tables with forest stands. Slope, aspect and elevation maps of the study area were created by 
employing a digital elevation model (DEM) produced from contour curves (10 m height accuracy). The 
study area is naturally covered by Pinus brutia, Pinus nigra, Abies cilicica, Cedrus libani, Juniperus 
spp., and Quercus spp., the most widely distributed species in the Mediterranean region. Total 
degraded forest areas consist of 2.880 sub compartments with 11.363 ha. Finally, we designed a priority 
map of the forest rehabilitation based on these sub compartments and other indicators by using GIS 
techniques. It is shown that 6364 ha of degraded forest areas has high priority index value (>=16 and 
=<19) and 1254 ha of degraded forest areas has very high priority values with higher than 19 priority 
index value. 
 
Key words: Forest rehabilitation, Geographic Information Systems (GIS), forest management plans, Digital 
Elevation Model (DEM), priority areas, slope, aspect, proximity, degraded forest. 

 
 
INTRODUCTION 
 
Forest rehabilitation has always been a sophisticated 
issue based on not only wood production but also 
ecological and social services of forest areas in Turkey. 
Instead of forestry depending on only wood production, 
what  is  expected   as   a   forestry   concept   to   answer 

ecologic, economic and social functions in spoiled forest 
regions is to have maximum benefit from progress and 
growth energy of current stands, and to make forest 
areas efficient with rehabilitation requiring less work and 
costs by preserving current species in the  region  without 
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spoiling the forest ecosystem. 

In Turkey, conifers, broadleaved and mixed area in 
spoiled forest regions, whichhas no chance of being 
recovered by natural rejuvenation and silvicultural 
treatment, and the bare spaces in these forest regions 
are considered for rehabilitation.  

In this perspective, forest rehabilitation practices have 
been applied to large areas and three different pytho-
geographical regions (Euro-Siberian, Mediterranean and 
Irano-Turanian) for a long time (Ürgenç and Boydak, 
1985; Saatçioğlu, 1961) in Turkey. 

Rehabilitation treatments have been applied in 1453392 
ha areas between 1998 and 2010 throughout Turkey 
(Çolak et al., 2010). By adding the treated area, 346902 
ha, in 2010 and 345000 ha area objective for 2011, the 
total treated area is obtained as 2145394 ha 
(Anonymous, 2002). These treatment operations, 
purposely, make important contributions to decrease 
erosion rate, preserve the soil and manage it in a 
sustainable way, preserve water bodies, prevent 
sedimentation in dams, lakes and ponds and guarantee 
water and electricity generation, minimize floods and 
overflows, especially, minimize the negative effects of 
climate change and desertification. 

The first forest management plans of Karaisali Forest 
Enterprise which includes the biggest dam basins and the 
major portion of Cukurova containing the most important 
agricultural areas of Turkey, has been designed in 1969. 
The spoiled forest areas have been decreased from 
46851.9 ha area in 1969’s forest management plans to 
15848 ha in the plans of 2012. Successful forestry 
applications and rehabilitations work in the last 10 years 
have been effective in this process. Thanks to these 
treatments, the spoiled forest areas have been 
decreased to 8642 ha in the last 10 years (Kadioğullari et 
al., 2013). Instead of these successful and convenient 
treatments, the parameters required setting priority order 
in the rehabilitation sites and which areas have the 
priority for the intervention are not clear and not 
considered, which is an important downside. In the 
abstract, area difference, rehabilitation and forestation 
effects on the products and services of forest ecosystem 
have been investigated in this study (Farley et al., 2005; 
Ilstedt et al., 2007; Chen et al., 2000; Andres and Ojeda, 
2002; Şahin and Hall, 1996; Zinn et al., 2002; Louis 
Awanyo et al., 2011; Zhuang, 1997; Kadioğullari, 2013; 
Başkent and Kadioğullari, 2007; Kadioğullari et al., 2008; 
Sağlam et al., 2008). 

This study aims to determine the priority of degraded 
forest areas for the rehabilitation in the Karaisali Forest 
Enterprise year of 2012 based on forest-stand-type maps 
by using a Geographic Information System (GIS). In this 
context, the objective of this study is to contribute to the 
understanding of the priority index of rehabilitation areas 
using topographic parameters with different class for the 
tree species, distance from settlement areas for social 
pressure and nearness of the roads in the  Mediterranean  
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forests of southeastern Turkey.  
 
 
METHODS 
 

Study area 
 

The study area of Karaisali State Forest Enterprise included 
Çatalan, Kizildağ, Çukurova, Karaisali, Akarca and Hacili Forest 
Planning Units located in Adana Province in the Eastern 
Mediterranean Region of Turkey, UTM European 50 datum 36 
zones 668970 to 716792 E, 4103218 to 4151137 N (GDF, 2012). 
The area consists of mountain forests, flat agricultural land and 
scattered settlements and highlands. The  altitude  varies   between 
20 and 2420 m (Figure 1) (Kadioğullari et al., 2013). 

The region is naturally covered degraded forest by Pinus brutia, 
Pinus nigra, Abies cilicica, Cedrus libani, Juniperus spp., and 
Quercus spp. the most widely distributed species in the 
Mediterranean region. In this study, there are 11,363 ha degraded 
forest that consist of above species with 2,880 sub compartments 
(Number of patch; NP). According to stand-type maps, the forests in 
2012 were mostly classified into BÇz (degraded P. brutia; calabrian 
pine), BÇz-E (degraded P. brutia-erosion), BÇz-T (degraded P. 
brutia-stony), BAr (degraded Juniperus spp.; juniper), BÇk 
(degraded P. nigra), BÇk-T (degraded P. nigra-stony), BG 
(degraded Abies cilicica; fir), BS (degraded Cedrus libani; cedar), 
BM (degraded Quercus spp; oak) degraded forest stand types with 
areas of 5848 ha (number of patch (NP) value is 1984), 311 ha (NP 
value is 167), 938 ha, 3398 ha (NP is 372), 108 ha, 69 ha, 32 ha, 
145 ha and 511 ha (NP is 74) respectively. 
 
 

Database development 
 

In this study, stand parameter data of forest stand type were 
obtained from the Karaisali forest management plans carried out in 
2012 (GDF, 2012). The forest-stand-type maps for 2012 were 
produced with digital collared infrared aerial photos and controlled 
field survey data. These plan maps merged and saved as a single 
database by using ArcInfo 10.0TM. Settlement areas and degraded 
forest stand type were gathered using this database. Road maps of 
study area was gathered from management plans and controlled by 
ortho-photos created by using digital aerial photograph in the year 
of 2011 (Figure 2). 

Topographic parameters such as slope, aspect and elevation 
were created by using a digital elevation model (DEM) produced 
from contour curves (10 m height accuracy). Slope maps produced 
from this data and average slope value was measured using area 
weighted methods based on per sub compartment. At the same 
time, elevation value was measured using area weighted methods 
based on per sub compartment. However, there are other aspect 
value of per sub compartment that are used to select dominant 
aspect value with covered area based on per sub compartment 
(Figure 2). 
 
 

Determining of priority index 
 

Priority index was determined by using same topographic 
parameters based on tree species except for elevation. The reason 
for this is that all the tree species were distributed in different 
stages of elevation and tree species grow best when elevation 
varies. Therefore, regardless of the tree species, for all stands 
slope, aspect, distance to the road, the distance from residential 
(settlement) area and stony-erosion according to the characteristics 
of the sub compartment basically used the same parameters. 

 Index  of  stony-erosion  was  classified  into  three,  while   other
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Figure 1. Study area. 

 
 
 
indexes were classified into four. All sub compartments were 
classified into three for erosion-stony index; stony, erosion and 
normal stand with index of 1, 2 and 3. According to slope index, all 
sub compartments were classified into four for slope (%; percent) 
using area weighted method; <20%, 20-40%, 40-60% and >60% 
with index of 4, 3, 2 and 1. Furthermore, for other parameters such 
as distance to road index, all sub compartments were classified into 
four; 0 m, 0.1-250 m, 251-500 m and >500 meter with index of 4, 3, 
2 and 1. For parameters as distance from settlement areas, all sub 
compartments were classified into four; <500 m, 501-1000 m, 1001-
1500 m and >1500 m with index of 1, 2, 3 and 4. For other main 
aspect parameters, all sub compartments were classified into four; 
north, east, west and south aspects with index of 4, 3, 2 and 1. 
Lastly, all the tree species were distributed in different stages of 
elevation and classified into four based on elevation. For  the  Pinus  

brutia (calabrian pine; Çz) and Quercus (Oak; M) species for all sub 
compartments were classified into four; <500 m, 501-1000 m, 1001-
1500 m and >1500 m with index of 4, 3, 2 and 1, respectively. For 
the Pinus nigra (Çk), Abies cilicica (G) and Cedrus libani (S) 
species for all sub compartments were classified into four; 900-
1250 m, 1250-1500 m, 1500-1750 m and >1750 m with index of 4, 
3, 2 and 1, respectively. For the last species as Juniperus sps, (Ar) 
for all sub compartments were classified into four; 250-750 m, 750-
1250 m, 1250-1750 m and >1750 m with index of 4, 3, 2 and 1, 
respectively.   To  end  this  calculated  priority  index  for  each  sub 
compartment, total priority index is determined by summing these 
six indexes. This index value for each sub compartment is changed 
from 6 to 23. To better understand the spatial distribution of priority 
index, it is classified into four classes as, <=10, 11-15, 16-19 
and>=20 (Figure 3).  
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Figure 2. Database development of study area. 
 
 
 

Table 1. Priority index of rehabilitations areas based on degraded stand types. 
 

Stand type BÇk BÇk-T BAr BÇz BÇz-E BÇz-T BG BM BS Total 

Priority index Priority group Area (ha) 

10 Low   5.1       5.1 
    

  
 

 
  

  

11 

Medium 

  24.2 16.0  93.9   3.8 137.9 

12  42.7 97.1 26.5  176.8   8.0 351.1 

13  11.4 496.7 93.3  215.3 2.5  5.0 824.2 

14 2.3 2.5 603.7 377.4 11.1 81.5 11.1 14.6 25.9 1130.1 

15 23.2 3.8 653.2 330.4 9.8 153.0  88.8 31.4 1293.5 
  

      
 

   

16 

High 

30.5 6.5 602.2 818.6 58.7 98.7  49.4 23.5 1688.1 

17 18.2 
 

429.4 977.4 92.4 54.4 16.6 158.2 34.0 1780.5 

18 24.8 2.4 282.8 1168.1 80.9 49.0 2.1 29.3 3.5 1643.1 

19 8.8  101.1 1060.6 37.7 15.6  31.7 
 

1255.5 
  

 
 

   
  

   

20 

Very high 

0.8  84.0 558.6 18.5   108.7 10.2 780.9 

21   19.1 326.7 2.1   29.4  377.3 

22    93.4 0.5   1.3  95.2 

23    1.3      1.3 
 

           

Total 
 

108.7 69.4 3398.4 5848.5 311.6 938.2 32.2 511.5 145.4 11363.9 

 
 
 
RESULTS 
 

According to the priority index of rehabilitation are 
asbased on degraded forest stand type map in the 2012, 
there are four classes:  low (index  value =<10),  medium 
(10< index value <16), high (16<= index value =<19), and 

very   high  (index  value>=20)  priority  classes  (Table 1, 
Figure 3). Priority index class was generally concentrated 
into high class (6367.2 ha, NP value is 1911 (sub 
compartment), very high value  class  (1254.7 ha,  NP  is 
481) and medium class (3736.8 ha, NP value is 487) 
(Table 1, Figures 3 and 4). The  low  class  has  very  low 
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Figure 3. Priority maps of rehabilitations area. 
 
 
 

 priority areas  of  5.1 ha.  These results showed that, 
degraded forest areas have different priority index values 

and these values may help the plan makers decide which 
areas  have  the  priority   for   rehabilitation   in   the   first 
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Figure 4. The distribution of the number of sub compartment of rehabilitations area. 

 
 
 
forest management planning period. 
 
 
DISCUSSION 
 
This study was a determination of the priority of degraded 
forest areas for rehabilitation in the Karaisali Forest 
Enterprise by using a Geographic Information System 
(GIS). This study analyzed priority index of rehabilitation 
by using topographic parameters with different class for 
the tree species, distance from settlement areas for 
social pressure and closeness of the roads based on 
degraded forest stand type maps of the year 2012 in the 
Mediterranean forests of southeastern Turkey. The 
results of priority class in the study area show that the 
high priority areas have bigger areas than other classes 
and the same stand type has different priority index 
based on other parameters. At the same time, user 
change the parameters used for determined priority index 
of each degraded forest stand type which may be useful 
for planning other study areas. 
 
 

Conclusions 
 

Determined priority index for rehabilitation areas and 
mapping by using GIS for the planning of sustainable 
forest resources have become increasingly important 
during the preparation of Ecosystem Based Multi 
Objective (ETÇAP) forest management plans. This study 
examined the priority index by using only a number of 
topographic parameters in Karaisali Forest Enterprise, 
but for the following studies, adjacency/proximity 

parameters and opening size parameters should be used 
for determining the priority index for each degraded forest 
stands in order to prevent area of forest ecosystems from 
turning into monotonous block and fragmented areas. 
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